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Abstract. Telecommunication applications based on user modeling fo-
cus on extracting customer behavior and preferences from the informa-
tion implicitly included in Call Detail Record (CDR) datasets. Even
though there are many different application areas (fraud detection, viral
and targeted marketing, churn prediction, etc.) they all share a com-
mon data source (CDRs) and a common set of features for modeling
the user. In this paper we present our experience with different applica-
tions areas in generating user models from massive real datasets of both
mobile phone and landline subscriber activity. We present the analy-
sis of a dataset containing the traces of 50,000 mobile phone users and
50,000 landline users from the same geographical area for a period of
six months and compare the different behaviors when using landlines
and mobile phones and the implications that such differences have for
each application. Our results indicate that user models for a variety of
applications can be generated efficiently and in a homogeneous way us-
ing an architecture based on distributed computing and that there are
numerous differences between mobile phone and landline users that have
relevant practical implications.

1 Introduction

User Modeling is a key process in a wide variety of (telco) telecommunication
applications in which knowledge of individual users is key for providing a better
service and anticipating user needs. The most relevant applications include: (1)
churn prediction, i.e. the ability to anticipate users that are at risk of leaving
the company, (2) information spreading processes, such as viral and targeted
marketing, which include a variety of techniques to spread information in the
network and the ability to identify key users that can influence others in their
decision making process, (3) fraud detection, which focuses on identifying users
that will exhibit fraudulent behavior, and (4) network design and planning, which
seeks to adapt and plan a network to meet the needs of the users and the design
of pricing plans.

Although these applications are very different in nature they typically gen-
erate user models from a common data source. The features of the different user



models frequently overlap and the architecture used to generate the models can
be shared. Regarding data sources, CDRs (Call Detail Records) are used as a pri-
mary source of information for constructing user models for telco applications
since they implicitly contain the behavior of each customer, from calling pat-
terns, to consumption, terminal changes or characteristics of the social network.
In some cases other extra information of each customer, such as gender, can be
used. As for the dimensions used for the user models, in general there is a set
of features, such as total talk time or total degree, that are relevant for a wide
variety of applications. These common factors imply that the same architecture
can be used for generating user models for a variety of applications.

Telco applications can be divided into two main areas: mobile and landlines.
While mobile phones are in widespread usage and are typically used by just one
individual, the number of landlines is much smaller and their use is typically
shared by more than one individual. The user models generated for both cases
use the same set of features, although the relative importance and implications
of each feature differs.

In general the architectures used for generating user models for telco appli-
cations have to be very data intensive in order to process the amount of data
available (typically several months) for all the customers (typically several mil-
lion). The main differences between applications are not so much in the way user
models are generated or in the features of the user models, but in the training
sets used to construct the classifiers, i.e. while the training set for churn predic-
tion will include users that have churned, for fraud prediction they will include
users that have committed fraud. This implies that the same architecture can be
used to generate different user models for different applications, and that there
is no need for ad-hoc solutions.

In this paper we present our experience in generating user models from real
CDR traces for telco applications. Also we compare the differences between land-
line and mobile phones for each feature and the practical implications that those
differences have. The rest of the paper is organized as follows: after presenting the
related work, we detail the construction of user models and typical features used
for telco applications. Section 4 presents the Methodology for User Modeling
and Section 5 the lessons learned and the implications for different applications
of the features studied. We conclude in Section 6.

2 Related Work

The literature reports a wide variety of studies related to telco applications. Most
of the work has focused on studies using mobile phone data [18, 6,13, 15|, while
landline data has received less attention [5,1]. Churn prediction algorithms have
been implemented for landlines[16] and mobile phones [9,6,2]. Traditionally,
churn prediction has been solved with classification techniques that predicted in
which group (churner or non-churner) a given user was included. User models
were constructed using implicit information provided by CDR data such as call-
ing patterns [19] or social network patterns [6]. The techniques used for creating
the classifier encompass typical machine learning techniques such as: neural net-



works [3], classification trees [4], SVM [2] and genetic algorithms [9]. Information
spreading algorithms originally appeared in social sciences [10] and are based on
the idea of using a social interaction network to model the flow of information
and influence. The concept groups a variety of algorithms that model the perva-
sive word of mouth behavior and are typically based on the spreading activation
method used in cognitive psychology. These family of algorithms have been suc-
cessfully used in a variety of telco applications, including viral marketing [17],
churn prediction [6], and modeling of trust [22]. Fraud detection in the telco
context aims at detecting individuals that acquire a mobile phone and do not
intend to pay their contract [8]. Typical approaches focus on classifying users
according to their level of risk by calculating deviations from standard behaviors
[20, 11]. Telco user models have also been effectively used for the improvement of
the network infrastructure, including the design of pricing plans, an application
where mobility data has proven extremely relevant. For example [21] modeled
number of calls, number of cells visited and the entropy of user locations for
voice, data and SMS in order to improve paging efficiency in cellular networks.

Our work, when compared to previous approaches, presents three main novel
elements: (1) the techniques used for each solution are typically developed ad-
hoc, but we consider that although the applications are very different, the fact
that they share the data source and a lot of dimensions implies that the same
architecture can be used to generate the user models needed, (2) in general
previous approaches use a limited number of users, while we consider one of the
key challenges of user modeling is going to be the ability to obtain conclusions
from massive datasets, and (3) we present the first analysis of the differences
between landlines and mobile phones and the implications that those differences
have for telco applications.

3 Generating User Models for Telco Applications

3.1 Telco Data Acquisition

Mobile phone networks are constructed using base transceiver stations (BTS)
that are in charge of communicating mobile phones with the network. The area
covered by a BTS is called a cell. Call Detail Records (CDRs) are generated
when a mobile phone connected to the network makes or receives a phone call
or uses a service (SMS, MMS, etc.). In the process, the information regarding
the connection is stored in the form of a Call Detail Record, which includes the
originating phone number, the destination phone number, the time and date of
the call, the total length of the call and the BTS used for the communication. The
originating and destination numbers are encrypted to preserve privacy. The BTS
gives an indication of the geographical position of the user, but no indication of
the position of a user within the cell is known. CDR data for landline subscribers
is acquired in a similar fashion but without the need for a BTS. Typically CDRs
for a given period of time are stored in more than one file, for example one file
per day, which facilitates the generation of user models when using data-driven
architectures (See section 3.3).



3.2 Features of Telco User Models

In this section we present a set of features that have been found to be generally
useful for generating both landline and mobile user models across a range of
applications.

Total Number and Total Duration of Calls Two of the most basic met-
rics that can be computed for each user are the total number of calls and the
total talk time over a specified time period. The number of calls and total talk
time can each be further restricted according to direction of call, where each
subscriber’s incoming and outgoing calls are considered separately. From an ap-
plication perspective, variations of these features are very relevant, for example
the ratio between national and international calls or between calls made within
the provider and outside the provider are very relevant for churn [9, 2] and fraud
detection[20, 11]. Also these two variables are relevant to viral marketing as users
that have a lot of connections are more capable of spreading information [10].
As for network design, these are key features used to balance the network [21].

Calling Behavior for Each Day While features such as total number of calls
and total duration capture a user’s aggregate activity level, a vector of temporal
features can be used to capture the variation in calling behavior during the
course of the day or week. Considering first daily behavior, for each user two
vectors of length seven record the total number of calls and total talk time for
each day of the week. The same features can be computed for the reciprocal call
CDR data sets. A day-by-day comparison between landline and mobile reciprocal
call data is indicative of what day of the week each set of users tends to speak
with members of their social circle and can be an important factor in targeted
advertising campaigns. Also this information is very relevant for fraud as it
is used to generate the user model that describes normal behavior [20] and
churn[19].

Calling Behavior for Each Hour of the Day Similar to the features that
segment activity by day of the week, it is possible to calculate the number of calls
and total talk time for each user based on the time that each call was initiated.
Typically, the time intervals considered are 24 one-hour long bins beginning at
the start of each hour. For each user, two vectors of length 24 can be constructed
in order to capture the total number of calls and talk time for each hour of
the day, aggregating over all days in the data. The vectors provide insight into
understanding what time of the day each user tends to have most of their calls
and speak the most. The percentage of calls and talk time coming from reciprocal
talk partners indicates the time of day when each user is most likely to be
speaking with members of their social circle, a key element for designing viral
marketing campaigns. Considering the aggregate results for the entire population
is useful for network planning, since the network operator must plan for the
different peaks in usage for landline and mobile networks [21]. As in the previous
case, this information is very relevant for fraud detection[20] and churn[19].

Social Network Features The concept of degree is one of the fundamental
metrics in social network analysis. A graph Gp = (E,V) that represents the



social network of the callers present in the data may be derived from CDR
data D. Each node v € V corresponds to a different phone number and each
directed edge e = (v1,v2) € E corresponds to a call from node v; to node vy. In
this context, the degree of a node v, denoted Deg(v), corresponds to how many
distinct talk partners subscriber v has and is given by the number of edges
incident with node v. The in-degree of a node v corresponds to the number of
distinct individuals that call v while the out-degree is given by the number of
distinct individuals called by v. Reciprocal degree of a node v corresponds to the
total number of edges incident with ode v in the reciprocal graph and is a measure
of the total number of talk partners in a user’s true social circle. The higher the
degree, the larger the social circle. It is important to maintain customers with
large social circles since they can exert influence on a large number of other
subscribers, potentially causing them to churn [14]. Recently this information
has also been included in churn prediction models [6]. The reciprocal degree is
key element for viral marketing, an in general for diffusion information processed,
because provides a way of identifying strong ties [10].

3.3 Construction of User Models

As illustrated above, there are a large number of features that can be calculated
from a given set of CDR data for either landline or mobile subscribers and that
are relevant for a variety of applications. The construction of telco user models is
complicated by the fact that often CDR records usually contain several months
of data with hundreds of millions of records for tens of millions of users. Rather
than constructing each user model for each application area, we have developed
ARBUD [12], an terabyte architecture for automating the user model construc-
tion process that is based on a distributed computing paradigm and typically
run on a computer cluster. One of the components of ARBUD is a library con-
taining reusable modules for constructing different features of a user model in
an efficient way. All of the features mentioned in section 3.2 have been added as
modules in the ARBUD library, typically using the MapReduce programming
paradigm [7]. A metamodel is used for specifying the desired features, location
of the data and any other relevant parameters and ARBUD then interprets the
metamodel and constructs the desired user models.

4 Experimental Setup

In order to compare residential mobile and landline users, two random samples
of 50,000 mobile and 50,000 landline subscribers were drawn from the same
metropolitan area. The sample of landline users is denoted as Sy, and mobile users
as Sps. Any overlap between Sp, and Sy, was arbitrary and not identifiable. A set
of CDR data was obtained for the subscribers in Sy, and Sy, during the same six-
month period. The CDR data associated with Sy, and Sy, are denoted by Dy, and
Dy and their size by | Dy | and | Dy, respectively. All calls for Sy, were recorded,
even when the subscriber left the geographic region from which the sample was
drawn. The total number of calls (in millions) was |Dy| = 50.3 and |Djs| = 41.8.



The information present in each CDR includes the encrypted originating phone
number, the encrypted destination phone number, the duration of the call in
seconds, and the time and date when the call originated. The sets of all reciprocal
calls made and received by the subscribers in Sy, and Sy, are denoted by Dy, g
and Dy g (and their sizes by |Dy, g| and | D g|) respectively. The total number
of reciprocal calls (in millions) was | Dy, gr| = 27.3 and |Dp r| = 29.9.

ARBUD was used to build user models from both the landline and mobile
datasets for the users in Sy, and Sy, including all the features mentioned in Sec-
tion 3.2. The construction process was carried out on a cluster with 5 machines,
each with 16 GB of RAM, 4 hard drives each with 1 Terabyte storage capacity,
and 4 quad core processors. The nodes were all connected with a fast gigabit
network switch. Both models were constructed in less than 24 minutes.

5 Results and Discussion

Using the user models generated in Section 4, this section studies the features
presented, contrasting the differences between landline and mobile users and
their implications from a practical perspective.

5.1 Total Number and Total Duration of Calls

Figure la depicts the empirical CDFs (Cumulative Distribution Function) for
four different distributions: the number of incoming and outgoing calls for land-
line and mobile subscribers. Looking at the median for each distribution, which
corresponds to the horizontal line where F(X) = 0.5, we observe that of the
four distributions, the lowest number of calls corresponds to outgoing calls from
mobile subscribers with about 300 outgoing calls over the 6-month period, or a
little less than 2 outgoing calls a day. For the region in question, mobile sub-
scribers only pay for calls they place, so unsurprisingly mobile users make fewer
calls than they receive. Landline users make and receive more calls than mo-
bile users. In the case of the 10% of users from each population that have the
most calls, three of the distributions have a similar number of calls, while the
distribution for landline outgoing calls has a higher value, with the top 10% of
the landline sample making at least 1500 calls during the 6-month period. This
information is very relevant to offer and design new plans to subscribers. Also
the top users of the distribution are key individuals as they can play a relevant
role in the information spreading process needed for viral marketing and churn
(other features such as degree are also related).

Figure 1b represents the empirical CDF's for the total talk time. Four different
distributions are depicted: the total talk time of incoming and outgoing calls for
mobile and landline users. In this case, for the median subscriber the smallest
amount of talk time corresponds to mobile subscribers making calls (outgoing),
followed by mobile subscribers receiving calls (incoming) and landline subscribers
making calls (outgoing). Landline subscribers receiving calls (incoming) have
the highest talk time of all groups, even though the largest number of calls
corresponded to outgoing calls from landline subscribers. Looking again at the
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Fig.1: CDFs for Number of Incoming and Outgoing Calls and Total Talktime

median of each distribution, a total talk time of about 30, 000 seconds (8.3 hours)
is seen for outgoing mobile calls, while a talk time of about 100, 000 seconds (27.7
hours) is seen for incoming landline calls: at the median of each distribution,
landline subscribers spend more than 3 times more talking on the phone when
receiving calls than mobile subscribers when making calls.

Figure 2 presents the CDFs of average call duration of Sy, and Sy, users for
incoming and outgoing calls. The median value for the average call duration for
incoming landline calls is more that twice the call duration of outgoing mobile
calls, likely indicating sensitivity to different pricing structures. Mobile users in
the top 10% of talk time are seen to talk for more than 30 times as much as the
bottom 10%, so there is very heterogeneous behavior which helps explain the
success of numerous pricing plans.

5.2 Calling Behavior for Each Day of the Week

The total number of calls (the sum of all the made/received calls) by all sub-
scribers in the landline (S7) and mobile (Sy;) samples aggregated over all user
models built for D, and D), for each day of the week are shown in Figure 3a.

====Mobile Outgoing
0.8 ====s Mobile Incoming K f/

=~==*Landline Outgoing /
= Landline Incoming

1 2 3
10 10 10

x = Average Call Duration (sec)

Fig.2: CDFs for Average Call Duration for Incoming and Outgoing Calls
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Since both the mobile and landline samples are for 50,000 subscribers during
the same time period, the aggregate number of calls and talk time for each day
of the week can be directly compared on a day-by-day basis. Figure 3a also de-
picts the total number of calls with only reciprocal talk partners for each day
of the week, obtained by summing for each day over Dy g and Djys r. It can be
seen that landline users make and receive more calls than mobile users for every
day of the week. Interestingly, Monday is the day with most calls for landline
users, while Friday is the day with most calls for mobile users. Both populations
make fewer calls on the weekend. When considering only reciprocal calls, the dif-
ferences between landline and mobile users decrease significantly and there are
more mobile than landline phone calls on Fridays. These results are indicative of
the culture of the sampled region, where Friday is the day when mobile users are
most likely to make plans with their social circle and Monday is the day when
landline subscribers make most non-social calls. These results can help inform
a targeted advertising campaign, suggesting, for example, that socially oriented
advertising directed to mobile subscribers may be best received on Fridays.

When looking at total talk time for each day of the week (Figure 3b), the
results are notably different. While Sunday is the day with the fewest calls for
both landline and mobile users (see Figure 3a), Saturday is the day with the least
talk time in both cases. On Sunday, both populations have relatively few calls
but calls tend to last longer, as evidenced by a rise in talk time despite a drop
in the number of calls. Mobile users spend less time on the phone than landline
users, considering both the full set of CDRs (Djy; and Dy) and the reciprocal
CDRs (D, r and Dy, r). These differences indicate that for fraud detection the
definition of a standard behavior is dependent on the type of communication
(landline or cell phone) and of cultural elements.

Looking at what percentage of all calls for each day of the week are recip-
rocal calls (Figure 4), it can be seen that, both landline and mobile users, the
weekend tends to be the time when users are most likely to have calls with their
reciprocal partners. These results indicate that for the geographical region un-
der consideration, the weekend is the time when the highest percentage of phone
usage is dedicated to speaking with one’s social circle.
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5.3 Calling Behavior for Each Hour of the Day

The number of calls as well as the number of reciprocal calls for landline and
mobile subscribers for each hour of the day are depicted in Figure 5a. Both
landline and mobile users show a similar trend, with very few calls in the early
morning (from 0.00 to 9.00)and a significantly larger number of calls during
the day (from 9.00 to 22.00). While the global maximum for mobile subscribers
is at 19.00 to 20.00, the maximum for landline users takes place 2 hours later
(from 21.00 to 22.00). The daily rhythm observed is indicative of the culture
of the region sampled and would likely be different for other cultures. This
information is also key for defining standard behavior in fraud detection and
complements the information of the previous section.The fact that both groups
have similar rhythms suggests that mobile and landline phones are not competing
technologies, but rather complement each other. It can also be observed that
landline users place and receive more calls than mobile subscribers at every
hour of the day. This may be a result of the generally higher tariffs for mobile
phones or the fact that landlines tend to be shared among several users while
mobile phones tend to be exclusively used by a single person. Similar behavior
is found when considering calls to reciprocal call partners.

The total talk time for each hour of the day (Figure 5b) follows a similar
two-peak pattern. However, the peaks in mobile talk time are significantly less
pronounced than the peaks in landline talk time and the amount of (reciprocal
and non-reciprocal) landline talk time is significantly larger than the mobile
talk time: mobile users seem to use their devices uniformly during the day,
particularly in terms of talk time, whereas landline users tend to talk longer in
the evening. Figures ba and 5b indicate also that planning for peak usage in
mobile and landline networks requires focusing on different time windows.

5.4 Size of Each User’s Social Circle

The analysis of number of calls and talk time reveals patterns of behavior at the
individual level. However, they do not capture much about the social networks
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of each individual. In order to see how landline and mobile users may differ
in the size of their respective social circles, in and out degrees were calculated
for all landline and mobile subscribers, resulting in four empirical distributions,
which are plotted in Figure 6a. Looking at the median of each distribution, the
smallest degree is for outgoing calls from mobile subscribers, with the median
mobile subscriber making calls to 40 different subscribers, while the median
landline subscriber receives calls from 70 different subscribers.
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Fig.6: CDFs for In, Out, and Reciprocal Degree

The shortcoming of focusing on in or out degree computed over the full data
set is that it does not take into account the strength of social connections. If
degrees are calculated over the reciprocal data sets, however, a more accurate
picture of the true size of each user’s social circle is obtained. Figure 6b depicts
empirical CDFs for reciprocal degrees calculated over the reciprocal CDR data
sets Dy r and Dy g. Note that when calculating degree over the reciprocal
CDR data sets, it no longer makes sense to speak of in or out degree but of
reciprocal degree. In addition, 3,956 landline and 934 mobile subscribers from
St and Sy respectively did not have any reciprocal relationships and were not
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included in the empirical CDFs depicted in Figure 6b. As seen in the Figure,
the distributions are significantly different than those seen in Figure 6a. In the
reciprocal case, the median of the landline and mobile phone degree distributions
are almost identical and lower than the degrees shown in Figure 6a, even though
landline users tend to make/receive more calls and a landline is typically used by
multiple individuals. In our dataset, the median size of the social circle —inferred
from the reciprocal degree distributions— of landline and mobile users is 20. The
top users of the reciprocal degree distribution are very important because with
a social circle of size 50 or more each user can exert large influence on other
subscribers, influencing their propensity to churn and/or for implementing viral
marketing campaigns.

6 Conclusions and Future Work

Many different application areas in the telco domain rely upon user models. In
this paper, we presented a set of features common to many telco applications
and indicated why certain features are particularly relevant in certain applica-
tions. Because the main telco applications use the same data source (CDR), and
the same set of features to construct user models, we proposed a general data-
driven architecture to build user models for any telco application. In order to
illustrate typical behavior found when building user models for real datasets, we
analyzed and compared the behavior of the mobile and landline traces of 50,000
anonymized individuals in a metropolitan area during 6 months. In our anal-
ysis, three factors were taken into account: (1) aggregate individual behavior,
(2) temporal behavior, and (3) social network. The analysis identified, among
others, that usage patterns depend on the time of day and the day of week, with
landline users making/receiving more calls and talking longer than mobile users.
Also, while mobile users made fewer calls and talked less than landline users,
they tend to use their phones more often to communicate with people in their
social circle, where reciprocal degree proved a useful concept for this analysis.

For future work, we plan to carry out similar analysis for different geographic
regions in order to determine how generalizable the results shown here are and
to what extent cultural differences affect the behavioral patterns of landline and
mobile phone users.
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