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Abstract 

�������	�
��������	�c medical record can consist of a 
large number of reports, especially for an elderly 
patient or for one affected by a chronic disease. It 
can thus be cumbersome for a physician to go 
through all of the reports to understand the pa���	�
��
complete medical history. This paper describes work 
in progress towards tracking medications and their 
dosages through the course of a pa���	�
�� �������
history. 923 reports associated with 11 patients were 
obtained from a university hospital. Drug names 
were identified using a dictionary look-up approach. 
Dosages corresponding to these drugs were deter-
mined using regular expressions. The state of a drug 
(ON, OFF), which determines whether or not the 
drug was being taken, was identified using a support 
vector machine with features based on expert know-
���������������������������	���������������������. 
The output is a timeline display of the drugs which 
the patient has been taking. 

Introduction 

Patients with chronic or complicated diseases are 
often on multiple medications to treat the symptoms 
and underlying problems. These patients are typically 
seen by an assortment of physicians, usually a prima-
ry care physician and a few different specialists, with 
each visit to a healthcare provider possibly generating 
several medical documents [1]. The result is a set of 
reports from heterogeneous sources with no standards 
for listing medications, and typically no single source 
for drug information. This bevy of reports leads to 
the dangerous prospect of drug complications: with 
upwards of 100,000 fatal medical errors, including 
adverse drug events, occurring annually in the United 
States (US) [2]; methods tackling such issues are 
imperative. 

Centralized pharmacy databases [3] are becoming 
common place among large healthcare centers. How-
ever, these systems are limited in the tracking of pa-
tient medications for two reasons. First, the patient 
must get the prescription filled at this location; oth-
erwise, the database will never be notified that the 
patient is taking the drug. The second problem is that 
the patient filling the prescription does not necessari-
ly indicate that the individual was compliant with the 
regimen [4]. 
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While the latter problem is hard to solve for practical 
reasons, the former can be tackled through use of 
electronic medical records (EMR). The goal of the 
EMR is to allow healthcare providers to centrally 
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health, irrespective of where this information was 
generated. EMRs, which are not yet a full reality in 
the United States but a focus of much research [5-7], 
would arguably help provide better [8] and more af-
fordable [9] healthcare. 

Most of the medication information in the electronic 
medical record is given in free-text reports, such as in 
admission and discharge summaries, or specialist 
consults. The information on medication is mostly in 
the form of historic references (e.g., �	��
��	��	
���

prescribed drug X���
�������
n dosage (e.g., �����
X 
���
 ��
 	������
 ������
 ���
 �������
 �e.g., ���
 ���

going to give the patient drug X to treat problem Y���
 

This work examines the problem of tracking a given 
medication over the course of the patient�s medical 
history, thereby reconstructing an accurate picture of 
what drugs (and at what dosages) the patient was on 
at any given time. This information is intuitively pre-
sented as a graphical timeline. Such a system would 
enable clinicians to more readily understand a pa-
tient�s drug/medication history and prevent possible 
complications by automatically creating a centralized 
list of drugs on a timeline, as opposed to inspecting 
all the reports individually. Ultimately, tracking and 
summarizing the medication information automati-
cally would allow physicians to avoid the time-
consuming and possibly inaccurate process of ma-
������
��������
�
��	��	��
��dical history. 

 

Background 

There is earlier work focused on extracting specific 
entities from medical reports. For example, Friedman 
et al. have worked on extracting relevant findings 
from pathology reports [10] and pneumonia informa-
tion from radiology reports [11]. Medical lexicons 
have been used in automated problem list generation 
[12] and extracting noun phrases [13]. In EDGAR 
[14], information about drugs and genes relevant to 
cancer are extracted from the biomedical literature. 
More specifically, dosage identification has also been 
previously studied. For instance, Evans et al. [15] 
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worked on this problem, using an approach based on 
UMLS (Unified Medical Language System) [16].  

Unfortunately, tracking drug use and dosage over 
time remains an open problem, aspects of which are 
related to the well-known issue of co-reference reso-
lution ([17,18]): references to the same drug in dif-
ferent reports need to be matched. In this paper, an 
attempt is made at examining the issues surrounding 
this challenge. 

 

Methods 

The proposed approach combines predefined rules 
(regular expressions) with a classifier. The steps are 
listed briefly as follows, and elaborated upon subse-
quently: 

1. ����
�������	��
�����	
	�!	
�
�roken down into 
sentences. Drug names are found by looking up 
every word token in a sentence against a publicly 
available FDA (Food and Drug Administration) 
database (Drugs@FDA).  

2. Once a drug name is found, regular expressions 
are used to discover its associated dosage.  

3. A second set of regular expressions is employed 
to calculate temporal features for each identified 
drug. These features are fed to a classifier that 
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the time of the report.  

4. Once all reports have been analyzed, a timeline 
is created with the evolution of the drug states.  

Data and gold standard creation. As an initial study, a 
corpus of 923 documents from 11 different patients 
was extracted from the hospital information system 
of the University of California, Los Angeles. The 
selected patients were randomly chosen from a cross-
section of records for individuals with a spectrum of 
medical problems (e.g., various cancers, urological 
and neurological problems, diabetes, etc.). The doc-
uments encompassed all records in the EMR, includ-
ing radiology, pathology, and admission/discharge 
summaries (i.e., no reports were filtered out). The 
reports were manually annotated to create a gold 
standard for evaluation. A Java-based tool was de-
signed for the simplification of this task. This tool 
automatically parses the text into sentences, finds 
drug names by comparing the words to the FDA drug 
list, and then uses regular expressions to identify do-
sages. The dosages are further characterized by 
amount (e.g., 200 mg) and frequency (e.g., b.i.d.; 
daily; etc.). The annotation tool presents this informa-
tion to the user for validation and correction. (Fig. 1). 
 

 

AMIA 2009 Symposium Pr
 
Figure 1. Java-based annotation tool. Word labels are as-
signed to generate a gold standard and for training data. 

 

Once all the sentences containing drug names are 
annotated, the user is asked to define each drug refer-
ence as being ON or OFF (i.e., being taken by the 
patient or not) 

The annotation tool currently does not support anno-
tating dosages outside the current sentence (e.g., �The 
patient is to take acetaminophen. A dose of 500 mg 
four times a day is suggested.�). However, as evaluat-
ing the dosage extraction is not the main goal of the 
current study, and as we aim to speed the tagging 
process across a large number of reports, we made 
the simplifying assumption that dosages related to a 
given drug are in the same sentence as the drug. 

Sentence parsing. To break the report down into sen-
tences, the Java package, LingPipe, (http://alias-
i.com/lingpipe/) was used. LingPipe provides a heu-
ristic sentence model whose rules are based on bio-
medical research abstracts found in MEDLINE [19]; 
as such, this program is well suited to the boundary 
detection task in the medical reports. The underlying 
performance of LingPipe was not evaluated. 

Drug identification. For each sentence, all words and 
all word pairs are compared against a list of drugs 
and their corresponding active ingredients in a data-
base. HSQLDB, a structured query language (SQL) 
relational database engine written in Java, was used 
to store the contents of the FDA drug list files. Three 
aspects of this data list were saved: 1) a unique iden-
tifier for each drug, represented by an integer; 2) the 
medication brand name; and 3) the active ingredient 
of the drug.  

Dosage extraction. Given our assumption about the 
concurrent appearance of drug names and dosages in 
the same sentence, the system uses three different, 
expert-defined regular expressions (dependant on the 
type of medication) to look for dosage patterns (Ta-
ble 1). If any of the three regular expressions are 
found, the matching portion of text is tagged as "do-
sage". Once a dosage is found, 25 other regular ex-
pressions are used to find the frequency with which 
the drug is to be taken. These regular expressions 
take into account the common abbreviations used by 
medical professionals in prescribing medications 
(sample in Table 2). As with dosage, for every fre-
quency match, the corresponding text is assigned the 
lab��
����$�������
%��
�����������
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���	��a-
tion algorithm was evaluated against the gold stan-
dard. 
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"((one)|(two)|(three)|(four)|(five)|(six)|(seven)|(eight)|(nine)|(ten)| 
(to)|([0-9]*\\.?,?/?[0-9]+))+ " #drug# " ((tablets)|(tablet)|(tabs)|(tab))" 

"((one)|(two)|(three)|(four)|(five)|(six)|(seven)|(eight)|(nine)|(ten)| 
(to)|([0-9]*\\.?,?/?[0-9]+))+\\s?((mg)|(mg/cc)|(gm)|(gram)|(mcg)| 
(inh)|(puffs)|(puff)|(mEq)|(ml)|(ML)|(spray)|(sprays)|(drip)|(tablets)| 
(tablet)|(tabs)|(tab)|(capaules)|(capsule)|(caps)|(tinc)|(tincture)) 
( of)?\\s?" # drug 

drug # "\\s?((infusion)|(MDI)|(CD)|(to)|(up to))?,?" + "(\\s?((one 
(\\s?to)?)|(two(\\s?to)?)|(three(\\s?to)?)|(four(\\s?to)?)|(five(\\s?to)?)| 
(six(\\s?to)?)|(seven(\\s?to)?)|(eight(\\s?to)?)|(nine(\\s?to)?)| 
(ten(\\s?to)?)|([0-9]*\\.?,?/?[0-9]+))+\\s?((mg)|(gm)|(gram)|(mcg)| 
(inh)|(puffs)|(puff)|(mEq)|(ml)|(ML)|(sprays)|(spray)|(drip)|(tablets)| 
(tablet)|(tabs)|(tab)|(capsules)|(capsule)|(caps)|(tinc)|(tincture)))" 

Table 1. Simple regular expressions for dosage extraction. 
The drug name under analysis is represented by drug. The 
operator # represents concatenation. 

 

drugAndDosage + "\\s? " + "p?\\.?o?\\.?\\s?q\\.?[0-9]+\\.?h?\\.?\\s? 
(p\\.?r\\.?n\\.?)?" 

drugAndDosage + "\\s? " + "p?\\.?o?\\.?\\s?as needed" 

drugAndDosage + "\\s? " + "p?\\.?o?\\.?\\s?q\\.?i\\.?d\\.?\\s?,?\\s? 
(p\\.?r\\.?n\\.?)?" 

Table 2. Three sample regular expressions for extracting 
the frequency of drug use; 25 were used in total. Here, 
drugAndDosage represents a string containing the drug and 
its dosage. 

 

Drug state classification. Following the drug identifi-
cation step, two expert-defined regular expressions 
are compared against the sentences containing the 
detected drug names. The first one carries sub-
expressions associated to starting a new medication 
or continuing a previous one (ON state), while the 
second includes sub-expressions associated to termi-
nating the use of a drug or irrelevant references such 
as allergies, refusals or past medications (OFF state). 
Examples of these expressions are shown in Table 3.  

 
State ON:  
((take "+drug+")|(medication)|(current)|(will [^(not)])|(added"+drug+")| 
(restarted)|((current)|(discharge)|(medication)|(medications?at home)| 
(continu)|(keep)|(presently)|(stay)|(taper)|(cut down)|(change)| 
(increase)|(decrease)|(turn(ed)?((down)|(up)))|(wean)|(as needed)|... 
�
State OFF:  
  ((allerg)|(no "+drug+" was needed)|(complains)|(toler)|(refuse)| 
(never)|(not)|(response)|(denies)|(deny)|(avoids?)|(wish)|(trial)| 
(without)|(was withheld)|(discontinue)|(underwent)|(seemed to 
work)|(years ago)| |(stop)|(will not)|(withheld)|(taken off)|(held)|(titra)... 

Table 3. Regular expressions for calculating the features 
that the classifier uses to determine the state of a drug (only 
the first four lines are shown for each expression). 

 

One simple feature is defined for each of the two 
regular expressions: feature i (where i={1 (ON) or 2 
(OFF)}) for drug d in report r represents the number 
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of times that the regular expression i has been 
matched by a sentence containing drug d in report r. 
This simple set of two discrete features is then fed to 
a support vector machine that determines the drug 
state (i.e., ON, OFF) at the time of each report. The 
simplicity of the feature set enhances the generaliza-
tion ability of the classifier: pilot experiments showed 
that this approach outperformed our efforts to include 
more complicated strategies based on applying fea-
ture selection [20-21] or principal component analy-
sis (PCA) [22] to a larger set of features. 

The evaluation of this classification task was per-
������
 �
 �
 ����"�
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��	��	
 ��	�
 ��nner (i.e., n-
fold cross-validation across 11 sets); the classifier is 
trained using all but one of the patients, then eva-
luated on the remaining patient. The evaluation 
process is repeated for every patient and the individ-
ual results aggregated. Therefore, all the available 
data is used for the evaluation, while ensuring that 
the classifier has not been trained with testing data. 

Timeline. The classifier output for all the patient��

medications is displayed on a timeline in a web-based 
graphical interface (Fig. 2). This way, a physician can 
quickly and easily visualize and ������
 �
 ��	��	��

medication history. The application uses a color code 
for the state of the drugs, and when the user places 
the mouse over a particular medication on the time-
line, the dosage and use frequency information are 
displayed. 

 

 
Figure 2. Timeline visualization with the results of the 
drug tracking process. A dark cell means that a drug is ON. 

 

Results 

The results of the dosage extraction information are 
displayed in Table 4. Although the sensitivity is not 
exceptionally high, the number of false positives is 
minimal.  

 

Dosage (e.g.,200 mg) 
   2149 occurrences 

Detected (%) 2015 (93.75%) 
FPs (per occurrence) 46 (0.02) 

Frequency (e.g., b.i.d.) 
   1985 occurrences 

Detected (%) 1172 (84.21%) 
FPs (per occurrence) 132 (0.07) 

Table 4: Sensitivity and number of false positives (FP) per 
evaluated drug for the dosage extraction algorithm. 
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For the task of drug state classificaton, we plot the 
receiver operating characteristic (ROC) curve by ap-
plying different weights to the two types of error 
�'*+'<<�
'<<+'*�
in the training stage (fig. 3). 
The area under the curve, which measures the good-
ness of the classification algorithm, is Az=0.856.  If 
the point of the curve corresponds to equal weights 
for both types of errors is selected as the operating 
point, the classifier presents approximately equal 
values for its precision and its recall: 87% (see confu-
sion matrix in Table 5 and derived values in Table 6). 

 

 
Figure 3. ROC curve for the drug state classifier. The area 
under the curve is Az=0.856. The operating point has been 
marked with a cross. 

 
              Output 
Truth 

 

OFF 
 

ON 

OFF 586 236 
ON 240 1693 

Table 5: Confusion matrix at selected operating point. 

 

Positive predictive value (precision) 87.77% 
True positive rate (recall) 87.58% 
False positive rate 28.71% 

Table 6: Performance metrics derived from the confusion 
matrix in Table 5. 

 

Discussion 

>
 ���	��
 �������
 	�
 	���?
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 ��	��	��
 �����	���

and prescribed dosages over a series of medical doc-
uments is presented. To establish a gold standard, a 
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Java-based annotation tool was developed to quickly 
facilitate manual medication identification and classi-
fication. The output of the classification is presented 
on a web-based timeline. 

Through the manual evaluation process, it was evi-
dent that several medications were not realized by the 
system. In some cases, some experimental drug 
names (e.g., chemotherapies) were not in the FDA 
list. Also, while minimal, typographical errors in me-
dication names (which occurred sparingly in our 
evaluation) were not handled by our system. The fact 
that not all drug names are identified as medications 
does not bias the experiments significantly: the per-
formance of the algorithm should not be affected by 
an increase in total medications, so the incomplete 
medication list should not present a problem. Be-
cause the main objective of this study was to track 
the identified medications, the accuracy in the labe-
ling of the medications themselves as true medica-
tions was not evaluated. Clearly, if a clinical system 
is to be created, it should be based on a more com-
prehensive database than the FDA drug list and con-
tain a set of common misspellings or otherwise han-
dle typographical errors in the drug matching 
process. 

In this study the dosage and frequency extraction was 
not perfect, particularly because of the simplifying 
assumption that drug dosages would be in the same 
sentence as the drug name. While this was the case 
for the majority of dosage occurances in our sample 
reports, in some situations the drug dosage was found 
in other ensuing parts of the text. Based on this rudi-
mentary method, the dosage extraction performance 
is acceptable, but it could be improved by replacing it 
with a medical natural language processing (NLP) 
engine. However, accurately extracting the dosage 
and frequency is not the main purpose of this study. 

The dominant focus of this work is the drug state 
classification. Selecting features for this categoriza-
tion is a difficult problem. In pilot experiments we 
found that a very reduced number of features genera-
lized much better than other complicated approaches, 
such as feature selection and PCA. The achieved val-
ues for precision and recall (87%) are promising, 
given the difficult nature of the problem; for co-
reference resolution problems, results above 80% are 
rarely reported [17,18].  

As a relatively low number of reports were used from 
a small patient test set, and considering the high de-
gree of language variability within free-text medical 
documents, the number of features should be kept 
low. This is important in order to not affect the ability 
of our algorithm to generalize larger test sets from 
multiple sources. 
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Conclusion 

A first step into the problem of tracking drugs along a 
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The problem is a very difficult task due to the 
enormous complexity of free-text and language 
nuances. 

Future work must first be directed towards enlarging 
the database of annotations. Even if 923 reports 
represent a reasonable amount, the fact that they be-
long to only 11 patients from the same hospital intro-
duces bias to this work. Hence, the testbed is being 
extended to ensure that a wider variety and represent-
ative set of documents are used in the evaluation 
process. 

When many more annotated reports are available, it 
will also be interesting to apply machine learning 
techniques to let the system select the most useful 
features from the free text training data, rather than 
using a hybrid approach where the importance given 
to  human knowledge is large. Finally, when the drug 
state classifier has been optimized, it will be com-
bined with state-of-the-art dosage and frequency ex-
traction tools (rather than the prototype used here) 
and integrated with the timeline visualization.  
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