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Abstract. – The problem of automatic signature recognition has received little attention in comparison with the problem of signature 

verification despite its potential applications for accessing security-sensitive facilities and for processing certain legal and historical 

documents. This paper presents an efficient off-line human signature recognition system based on Support Vector Machines (SVM) and 

compares its performance with a traditional classification technique, Multi-Layer Perceptrons (MLP). In both cases we propose two 

approaches to the problem: (1) construct each feature vector using a set of global geometric and moment-based characteristics from each 

signature and (2) construct the feature vector using the bitmap of the corresponding signature. We also present a mechanism to capture 

the intrapersonal variability of each user using just one original signature. Our results empirically show that  SVM, which achieves up to 

71% correct recognition rate, outperforms MLP. 
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I. INTRODUCTION 

Automatic human signature processing is a complex and 

specific area of automatic handwriting analysis [36][19][31] 

with a high scientific and technical interest. Two are the 

main research fields in this area: signature verification and 

signature recognition (or identification). The amount of 

interest and research efforts in these two fields is increasing 

due to the ability of human signatures to provide a secure 

process for authentication in many legal documents. The 

signature recognition problem consists on identifying the 

author of a signature. In this problem a signature database is 

searched to establish the identity of a given signer [28][4]. 

This task is different from signature verification. 

Verification defines the process in which a signature is 

tested to decide whether a particular signature truly belongs 

to a person [4][23]. The output in this case is either 

accepting the signature as valid or rejecting it as a forgery.  

Automatic signature verification is an established and very 

active research field [27][35][7] with important applications 

to the validation of checks and other financial documents. 

Due to the demonstrated practical applications of signature 

verification, different techniques have already been applied: 

fuzzy logic [21], geometric features [15][20], global 

characteristics [38], genetic algorithms [41], neural 

networks [4][5][45],  Hidden Markov Models [10], etc.  

In comparison, automatic signature recognition has received 

less attention, despite the potential applications that could 

use the signature as an identification tool [32][33]. For 

example, an automated signature recognition system could 

provide a company with a unique technique for validating 

the identity of each individual accessing to certain security-

sensitive facilities [28]. Other potential signature recognition 

applications are in law-enforcement applications, where the 

identification of perpetrators is a fundamental requirement 

of the solution, and in the analysis of some historical 

documents [21]. Some previous works in the area of 

automatic signature recognition are: Ammar et al [2] that 

uses a hierarchical scheme of signature descriptors to 

identify a test signature; Han and Sethi [19],  which 

considers a set of geometric and topologic features to map a 

signature image into two string of finite symbols; Pavlidis et 

al [34], which proposes the application of active deformable 

models for approximating the external shape of a signature; 

and Riba et al [39], that compares different statistical 

methods, using a feature extraction preprocessing, to carry 

out the recognition of signatures. 

From a theoretical point of view, signature recognition and 

verification are different and independent problems, 

recognition is a 1:N matching problem while identification 

is 1:1. Apparently, the signature recognition problem looks 

more complex than the signature verification problem, and 

relatively little research effort has been focused on 

automatic signature recognition.  In Ismail and Gad’s work 

[21], signature recognition and verification are treated as 

two separate and consecutive stages, where successful 

verification is highly dependent on successful recognition.   

Pavlidis et al [34] state that it would be of great value an 

intelligent signature identification system, which should be 

capable of arriving  at a decision (recognition and 

verification) based only on the signature of the user. In this 

context, signature recognition is applied as an efficient 

preprocessing stage for signature verification. This approach 

and the potential applications of signature recognition, 

justify from our point of view the interest in finding 

effective automatic solutions for the recognition problem.  
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Signature recognition can be solved using off-line or on-line 

techniques. In the on-line approach the system uses not only 

the signature but also the data obtained during the signing 

process (dynamic information). The off-line approach only 

uses the digitalized image of a signature extracted from a 

document (static information). 

In this paper we focus on the off-line signature recognition 

problem, which is the most common situation in many real 

applications (i.e. bank documents). A signature recognition 

system is characterized by two factors: (1) representation, 

which refers to the internal description that the system 

extracts from each signature of the data base and (2) match 

scheme, which involves the method that is used to select the 

best match from the set of identities of the signature data 

base. Ref. [19] uses a similar terminology to describe the 

components of a signature recognition system. 

Off-line signature recognition, and in general, image 

processing applications, face the problem of high 

dimensionality of the feature vectors. Because of that, a 

straightforward approach to the problem is to use pattern 

recognition techniques, like Multi-Layer Perceptrons (MLP) 

with standard back-propagation learning or Support Vector 

Machines (SVM), that have produced very good results in 

high dimensional classification problems [29][13]. 

Neural networks, in general, and MLP networks in 

particular, are widely used in handwritten recognition 

systems because they are very easy to train, very fast to use 

in classification decision process and generally achieve good 

performances in terms of correct recognition rate [36]. This 

popularity is related to the use of a back-propagation 

algorithm for the training process. The two main limits 

when using MLP in classification tasks are: (1) there is no 

theoretic relationship between the MLP structure and the 

classification task and (2) MLP derive hyperplanes 

separation surfaces, in feature representation space, which 

are not optimal in terms of margin between the examples of 

two different classes. Different neural networks 

architectures, including MLP, have already been used 

mainly for signature verification [4][42][1]. The two main 

limitations that MLP face are solved by SVM: (1) by 

construction, SVM have a relationship between the structure 

(the support vectors) and the classification tasks and (2) 

SVM optimize the separation surfaces between two classes. 

SVM have been used very effectively for recognition 

applications like digit recognition [16], face recognition [17] 

and 3D object recognition [37]. Ref. [9] presents an 

extensive review of SVM pattern recognition applications. 

Recently they have been applied to on-line [24] and off-line 

[23] signature verification problems. Nevertheless, to the 

best of our knowledge, SVM have not been applied to 

automatic human signature recognition.  

SVM differ radically from MLP in that SVM training 

always finds a global minimum. The main difference 

between MLP and SVM is the principle of risk 

minimization. In case of SVM, structural risk minimization 

principle is applied by minimizing an upper bound on the 

expected risk whereas in MLP, traditional empirical risk 

minimization is used minimizing the error on the training 

data. The difference in risk minimization is to improve the 

generalization performance of SVM compared to MLP [40]. 

This paper presents an off-line signature recognition system 

implemented with SVM as matching scheme and compares 

its performance with a more traditional MLP-solution in 

terms of correct classification rate. The approach to the 

problem, in both cases, is using two different 

representations: (1) using a feature vector constructed with 

global geometric and moment-based characteristics, and (2) 

using the bitmap of the normalized image of each signature 

as the feature vector. The second approach is possible due to 

the ability of both SVM and MLP to work with high 

dimensional problems. The paper also describes the 

construction of a human signature database using synthetic 

techniques. The main goal of this process is to create a 

representative training set which captures the intrapersonal 

variability of each writer without asking the user to provide 

his/her signature more that one time. The reason for that is 

caused by the fact that in many real applications it is not 

viable to get more than one signature from each system user 

for training purposes. The intrapersonal variability of the 

signature of each subject is captured by applying a 

combination of geometric transformations on the only 

original training signature. The process produces a relevant 

set of synthetic signatures for each writer that are used to 

train the two recognition systems.  This is one of the main 

contributions of the paper, compared for example with [5] 

where the training of the recognition system needs between 

15-25 original signatures for each individual. 
The rest of the paper is organized as follows. Section 2 

presents an introduction to Support Vector Machines. 

Section 3 describes the basic characteristics of Multi-Layer 

Perceptrons. Section 4 gives a state of the art of SVM and 

MLP in signature recognition. Section 5 justifies and 

describes the creation and preprocessing of the signature 

database used. Section 6 presents a signature recognition 

system constructed using SVM. Section 7 presents the 

proposed MLP-based signature recognition system and 

Section 8 compares the SVM and the MLP approach among 

themselves and with other references. Finally, in Section 9 

conclusive remarks and future work are resumed. 

II. SUPPORT VECTOR MACHINES 

A SVM is a classifier derived from Statistical Learning 

Theory first presented in [8]. The main advantages of SVM 

when used for image classification problems are (1) ability 

to work with high dimensional data and (2) high 

generalization performance without the need to add a-priori 

knowledge, even when the dimension of the input space is 

very high. Excellent introductions to SVM can be found in 

[13][44]. 

The problem that SVM try to solve is to find an optimal 

hyperplane that correctly classifies data points by separating 

the points of two classes as much as possible. Fig. 1 is an 

example of the previous situation. Given two classes, the 

objective is identify the hyperplane that maximizes m, 
 

w
m

2
=  

(1) 
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previous condition, all points that are part of that class will 
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x+b>0, where x is the point that is being validated. 

If a point is not part of that class, then: w
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the problem can be presented as follows. Let: 
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be the set of labeled inputs, where -1 indicates that the input 

is not of that class and 1 indicates that the input is of that 

class. The decision boundary should verify: 
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The problem is solved by minimizing ||w|| in order to 

maximize the margin m, subject to the conditions imposed 

by the training data: 
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Let α1,…,αN be the N nonnegative Lagrangian multipliers 

associated with the constraints presented in (4). The problem 

of minimization is the equivalent to determining the saddle 

point of the function: 
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If we substitute the dual formulations of the constrains in Lp, 

the problem is transformed into: 
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This is a standard quadratic problem, where a global 

maximum αi can always be found. w can be recovered as: 
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Many of the αi are zero, which implies that w is a linear 

combination of a small number of data. The set of elements 

xi with non-zero αi are called support vectors.  

Graphically the support vectors are the set of points that 

mark the border of the class. This approach is valid 

whenever the set of points of the two classes are linearly 

separable. Nevertheless in real data this is usually not the 

case. In order to work with non-linear decision boundaries 

the key idea is to transform xi to a higher dimension space 

(Fig. 2) using a transformation function Φ, so that in this 

new space the samples can be linearly divided. SVM solve 

these problems using kernels. The relationship between the 

kernel function K and Φ is:  
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Intuitively, K(x,y) represents the desired notion of similarity 

between data x and y. K(x,y) needs to satisfy a technical 

condition (Mercer condition) in order for Φ to exist.  In 

practice, K is obtained thereby by specifying Φ indirectly, 

instead of choosing Φ. An example of a kernel function is 

the Gaussian kernel, which is defined as: 
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When working with a Gaussian kernel, std represents the 

standard deviation, and ideally should represent the 

minimum distance between any two elements of two 

different classes. As it can be seen when constructing a 

SVM based on a Gaussian kernel, the only value that needs 

to be defined is std. When working with kernels, in general 

it would not be possible to obtain w. Nevertheless SVM can 

be still be used. Being NS the number of support vectors of 

the training set, the decision function can be expressed as:   
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Although the theoretical background given has introduced a 

classification system for only two classes, SVM can be 

generalized to a set of C classes. In this case each one of the 

classes will be trained against the rest C-1 classes, reducing 

the problem to a 2-class classification problem. 

III. MULTI-LAYER PERCEPTRON  
Multi-Layer Perceptrons (MLP) are fully connected feed-

forward nets with one or more layers of nodes between the 

input and the output nodes. Each layer is composed of one 

or more artificial neurons in parallel. A neuron, as presented 

in Fig. 3, has N weighted inputs and a single output. A 

neuron combines these weighted inputs by forming their 

sum and, with reference to a threshold value and activation 

function, it will determine its output. 

Being x1,x2,…,xN the input signals, w1,…,wN the synaptic 

weights, u the activation potential, θ the threshold and y the 

output signal and f the activation function: 
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Fig. 1. Example of optimum hyperplane. 

  

Fig. 2. Transformation of a non-linearly separable problem into a linearly 
separable problem. 
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Defining w0=θ and x0=-1, the output of the system can be 

reformulated as: 
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The activation function f defines the output of the neuron in 

terms of the activity level at its input. The most common 

form of activation function used is the sigmoid function.  

Fig. 4 presents a two-layer perceptron with an input layer, 

one hidden layer and an output layer. Note that the input or 

branching nodes are not artificial neurons. Classification and 

recognition capabilities of MLP stem from the non-

linearities used within the nodes. A single-layered 

perceptron implements a single hyperplane. A two-layer 

perceptron implements arbitrary convex regions consisting 

of intersection of hyperplanes. A three-layer perceptron 

implements decision surfaces of arbitrary complexity 

[29][30]. That is the reason why a three layer MLP is the 

most typical architecture.  

MLP learn through an iterative process of adjustments 

applied to their free parameters. The most common learning 

algorithms are the standard back-propagation [30] and 

faster-learning variations [14]. They use a gradient search 

technique to minimize a cost function equal to the mean 

square error (MSE) between the desired and the actual net 

outputs.   
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The net is trained by initially selecting small random 

weights and internal thresholds, and presenting all training 

data repeatedly. Weights are adjusted after every trial using 

information specifying the correct class until weights 

converge and the cost function is reduced to an acceptable 

value. The generally good performance found for the back-

propagation algorithm is somewhat surprising considering 

that it is a gradient descent technique that may find a local 

minimum in the cost function instead of the desired global 

minimum. 

IV. SVM AND MLP FOR AUTOMATIC OFF-LINE 

SIGNATURE RECOGNITION   
MLP and other neural networks architectures have mainly 

been used for signature verification systems [4][1][5]. As 

previously pointed out, signature recognition systems have 

received little attention. Refs. [18][19][42] present a 

signature recognition system that maps each signature into 

two strings of finite symbols obtained from the spatial 

distribution of geometric and topologic features. A local 

associative indexing scheme is then used to retrieve the 

identity of the signature. Different neural networks 

architectures have also been used for signature recognition 

systems. Ref. [5] presents a two stage perceptron 

classification structure for recognition and verification of 

human signatures. The first classifier combines the decision 

results of the neural network and the Euclidean distance 

obtained using three feature sets, and the second classifier 

uses a radial base function (RBF) neural network to take the 

final decision. Ref. [45] presents a signature recognition and 

verification system based on compression neural networks 

in combination with positional cuttings of the signature 

being tested. Other approaches to signature recognition 

systems, previously outlined in the Introduction Section, are 

[2], [19], [34] and [39]. 

As far as we know SVM have not been used for signature 

recognition, but they have been used in other similar 

applications like handwritten digit recognition or 

recognition of some Asian characters. Ref. [16] uses SVM 

for on-line digit recognition in combination with rule 

reasoning, and [25] uses SVM for off-line recognition of 

handwritten Korean address strings. Ref. [3] uses SVM for 

on-line handwriting recognition by designing a kernel able 

for sequential and non-fixed dimension data.  Ref. [26] 

compares different learning algorithms, including SVM, for 

handwritten digit recognition using the USPS (United States 

Postal Service) database of digits. SVM, using Gaussian 

kernels, can perform in this case as well as systems and 

algorithms designed specifically for this dataset, without 

including any detailed prior knowledge. [6] combines MLP 

with SVM for digit recognition. The proposed hybrid 

architecture is based on the idea that the correct digit class 

belongs to the two maximum outputs of the MLP, and that 

SVM can be introduced to detect the correct class among 

these two classification hypotheses. 

V. SIGNATURE DATABASE: CREATION AND 

PREPROCESSING 
There are inevitable variations in the signature patterns 

produced by the same person (intrapersonal variability) [15]. 

One of the main problems of training a signature recognition 

system is to obtain a database of signatures extensive 

enough to capture all possible individual variations to allow 

the construction of a reliable system. The inexistence of 

referenced common signature benchmark databases and 

benchmarking rules makes very difficult the experimental 

systematic comparison of our method with other existing 

methods.  For this reason, we have created our own database 

of signatures. Very recently, a first international competition 

 
Fig. 3. Architecture of an Artificial Neuron 

  

 

Fig. 4. Typical Architecture of a MLP 



aiming at objectively comparing different signature 

verification methods has just started (SVC 2004 [43]).  

Obtaining many signatures of each individual is a very 

tedious task, and, in general, it will be really difficult to 

obtain the collaboration of the system customers (for 

example, in real environments like financial institutions). 

 In our system, each subject of the database was asked to 

sign just one time for training purposes. We considered that 

this is the only real approach to implement a signature 

recognition system for real and practical applications. A user 

of a bank for example, will be willing to give one signature 

for the bank account, but no more that that. For testing 

purposes we also asked for five more original signatures of 

each user, thus having a total of six original signatures per 

user. The process was done using different pens and with no 

restrictions. The original database is composed of 38 

individuals with a total of 228 original signatures. 

Signatures were scanned into binary images with a 200 dpi 

resolution and stored in BMP format.  

One of the main goals of our approach is to be able to create 

an efficient signature recognition system using just one 

original signature for training purposes. Nevertheless, with 

only one original signature the intrapersonal variability is 

not captured. In order to have enough data to construct an 

efficient classifier, the original signature of each individual 

is used to obtain 300 synthetically generated signatures. 

Using as seed the original signature, a set of transformations 

are applied that mimic the intrapersonal variability. The 

transformations applied are: rotations in the range [15°,15°], 

scalings in the range [-20%, 20%], horizontal and vertical 

displacements in [-20%, 20%] and different types of noise 

additions (for example adding random black pixels). Fig. 5 

presents an example of a +5° rotation combined with a 

+10% scaling of the original signature. These 

transformations were applied in different combinations for 

each one of the original signatures. Each one of those 

signatures was then normalized (using a bilinear 

interpolation algorithm) to a rectangle measuring 48×24 

pixels (total of 1152 pixels). The size of the normalized 

signatures was obtained as the average value of the size of 

the signatures. Running the same process for each original 

signature produced a set of 11400 signatures, with 300 

signatures for each individual. The database containing the 

original and the synthetic signatures used for the 

experiments described in the following sections can be 

found in:  http://gavab.escet.urjc.es. 

 This set of 11400 signatures is used for training the 

signature recognition system. The other five original 

signatures per user, which make a total of 190 signatures, 

constitute the testing set. Note that the training set has been 

generated with only one original signature and that the 

testing set is linearly independent from the training test 

(there are no synthetic signatures in the testing set). 

Fig. 6 presents the architecture of the recognition system 

when constructed using SVM. The corresponding figure for 

the proposed MLP-based recognition system is equivalent if 

MLP instead SVM are used. Signature images are basically 

a collection of points distributed over a well-defined area, 

this means that a numerical representation can be obtained.  

From the testing and the training set, two representations of 

each signature are obtained, one using the bitmap of the 

image, and another one that uses a set of characteristics or 

features of the signature. Some approaches for off-line 

signature verification use global geometric and moment-

based features of the signatures [30][4]. This classification 

of the features is based on how they are obtained. The next 

two subsections describe the preprocessing of each signature 

in order to obtain these two sets of signature characteristics.  

A.  Global Geometric Characteristics 

In this subsection, we introduce the concepts of center of 

gravity, horizontal and vertical base-line, least square line, 

and some shape measures. 

Horizontal (PH) and vertical (PV) projection images reflect 

the distribution of signature pixels along X and Y directions. 

The projections of the signature are computed as the sum of 

the black pixels of the image in each row or column.  Fig. 7 

shows an example of the projection of a signature in both X 

and Y axis. These projection images can respectively be 

defined in the following way: 
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where b[x,y]∈{0,1} indicates the pixel at the xth row and yth 

column.  

The horizontal (CH) and vertical (CV) centers of gravity of a 

signature are computed from the projection images as: 
 

 

Fig. 5. Example of +5 rotation and +10 scaling (right) of the original 

signature (left). 

 

Fig. 6 .Architecture of the proposed SVM-based signature recognition 

system. 
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Also, the signature is divided in four cells, and for each one 

of those cells the corresponding vertical and horizontal 

coordinates of the center of gravity are obtained. 

The horizontal and vertical base-lines are obtained from the 

horizontal and vertical projections of the signature. 

Formally, the horizontal BH and vertical BV base-lines are 

defined as: 

 

BH  = max{PH[y]},      for x=1, …, xmax (19) 

BV  = max{PV[x]},      for y=1, …, ymax (20) 

 

The least square line is defined by the parameters b and m 

as: 

bmxy +=  (21) 

 

Fig. 8 presents an example of the least square line of an 

example signature. Being N the number of black pixels of 

the signature, and (x1,y1), (x2,y2), …, (xN,yN)  the coordinates 

of each one of those pixels, the least square line describes 

the trend of the signature pixel set. The corresponding 

parameters b and m are computed as:  

 

( ) ( ) ( ) ( )
( ) ( )2

11

2

1111

2

∑∑

∑∑∑∑

==

====

−

⋅−⋅
=

N

i i

N

i i

N

i ii

N

i i

N

i i

N

i i

xxN

yxxyx
b

 
(22) 

( ) ( ) ( )
( ) ( )2

11

2

111

∑∑

∑∑∑

==

===

−

⋅−
=

N

i i

N

i i

N

i i

N

i i

N

i ii

xxN

yxyxN
m

 
(23) 

 

Shape measures are physical dimensional values that 

characterize the appearance of an image signature. These 

characteristics include, among others: area, perimeter, 

area/perimeter ratio, 4 and 8-connected components, 

roundness, compactness, area of the convex hull, maximum 

axis of the convex hull, and angle of the maximum axis. 

Area and perimeter are computed using the bounding box of 

the signature (Fig. 9). In order to obtain this boundary 

measure, first the superior horizontal limit (SH), superior 

vertical limit (SV), inferior horizontal limit (IH) and inferior 

vertical limit (IV) of the signature need to be extracted. This 

can be done by scanning each line and each row of the 

image of the signature until the first and last black pixels are 

found.  The bounding box of a signature is the smallest 

rectangle that contains that signature. Being l1=SV-IV and 

l2=SH-IH the size of the rectangle, the area of the signature 

A, the perimeter of the signature P, and the  area/perimeter 

ratio R, are defined as: 
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The concept of connectivity of two pixels indicates if those 

two pixels are part of the same object. Two pixels are 

connected if they are adjacent.  Two pixels p and q are 4-

connected if q is part of N4(p), where N4(p) represents the 

4-neighbours of p. Fig. 10 presents the 4-neighbours of pixel 

p=(x,y). The concept of 8-conectivity is analogously defined 

using the set N8(p) for each image pixel p. 

The convex hull of a signature captures the signature shape 

and is defined as the smallest convex set containing the 

black pixels of the signature. Fig. 11 presents an example of 

the convex hull of a signature. Once the convex hull of the 

signature has been obtained, the area of the convex hull, 

area_CH, can be obtained. The main axis of the convex hull 

A (Fig. 11), is defined as the biggest distance between any 

two points of the hull. The angle of the main axis AA (Fig. 

11), is defined as the angle between the main axis and the 

horizontal. Finally, roundness R, and compactness C 

parameters are defined as: 
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Fig. 7. Example of signature projection in the X and Y axis. 

 

Fig. 8. Example of least square line of a signature. 

 

Fig. 9. Example of the bounding box that contains the signature. 
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Fig. 10. 4-Neighbours of pixel p=(x,y). 

 

 

Fig. 11. Convex hull and main axis of a signature. 



B.  Moment-based characteristics. 
These set of measures are defined using the vertical and 

horizontal projections, introduced in the previous 

subsection, and the concepts of projection moments. 

Formally an r-order horizontal moment is defined as: 
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where x
c
 is the center of the projection of the signature. The 

concept of r-order vertical moment is equivalently defined 

for the Y axis.  

The moment-based characteristics include, among others: 

kurtosis, skewness and the relative projection coefficients. 

The vertical and horizontal kurtosis in a signature indicates 

how the histogram of the projection is divided among the 

central part and the inferior and superior bounds. In other 

words, it shows the importance of the center of the image. 

Formally the vertical and horizontal kurtosis measures are 

defined as: 
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The skewness indicates the factor of asymmetry in the 

distribution of the projection moments. Horizontal and 

vertical skewness are defined as: 
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Finally, we also use as features some moment relations 

because they are relatively insensitive to distortions and 

style variations. Two considered measures are the relative 

horizontal and vertical projection coefficients [5], which are 

respectively computed as: 
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VI. OFF-LINE SVM SIGNATURE RECOGNITION 
This section describes the construction of a signature 

recognition system using SVM. The package used for 

training the SVM-based signature recognition system was 

SVMTorch [11][12]. A Gaussian kernel was used to run all 

the experiments. The reason for choosing this kernel is that 

it has been widely used with very good results for pattern 

recognition applications [41]. Although not detailed in this 

paper, other tests where run using lineal and polynomial 

kernels obtaining poorer results. 

Two experiments were run in order to test the efficiency of 

SVM to recognize human signatures. The first experiment 

constructed a signature recognition system using as feature 

vector the set of global geometric and moment-based 

characteristics. Each signature was represented in this case 

by a 37-dimensional vector containing the previously 

defined characteristics. In the second experiment, due to the 

ability of SVM to work with high dimensional data, each 

signature was represented using as feature vector its 24x48 

bitmap normalized in the range [0,1], which produced a 

1152-dimension vector.   

Fig. 12 and Fig. 13 present for both experiments the results 

of testing the set of 190 original signatures with the SVM 

trained with the set of synthetically generated signatures. 

The X axis presents, in a logarithmic scale, the values of the 

standard deviation (std) of the Gaussian kernel. The Y axis 

presents the percentage of incorrect classified signatures. 

Table 1 summarizes for both experiments the optimum 

range for std and the respective percentages of incorrectly 

classified signatures.  
Bitmaps produced a better recognition rate that 

characteristics. As expected the more information the 

feature vectors used to construct the recognition system the 

better the results were. These results also show that, in 

combination with SVM, the synthetically generated database 

captures the intrapersonal variability of a signature to an 

acceptable extent. These results are very promising to 

further study the process of synthetically generating the 

training data using just one original signature as seed.  

The main problem of using bitmaps as feature vectors is the 

time needed both to train and to test the system due to the 

high dimensionality of the vectors. In a SVM the training 

and response time depends mainly on the dimension of the 
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Fig. 12. Percentage of misclassified signatures when using SVM 

trained with characteristic feature vectors . 
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Fig. 13. Percentage of misclassified signatures when using SVM 

trained with bitmap feature vectors. 

 

TABLE 1.  

Summarization of SVM experiments 

 

 std % misclassified 

Characteristics [220,460] 33.5% 

Bitmap [70,300] 28.8% 

 



vectors, more that on the number of testing vectors. 

Comparing the training time of the bitmap approach with the 

characteristic approach for the range of std where the 

optimum values are obtained, the time needed is 
approximately 15 times bigger.  In the testing process the 

response time of the characteristic approach for one 

signature is on average 0.007s compared with the 0.11s 

response time of the bitmap approach.  

VII. OFF-LINE MLP SIGNATURE RECOGNITION 
This section describes the implemented MLP-based 

signature recognition system and presents its results. MLP 

are a traditional pattern recognition approach, thus the 

interest in comparing its results with the SVM approach. As 

for SVM, two experiments were run, one using as feature 

vector the set of global geometric and moment-based 

characteristics and the other one using the bitmap image of 

each signature. The characteristics vector was normalized in 

the range [-1,1] and the bitmap vector in [0,1]. 

The tool used for both experiments was JavaNNS, Java 

Neural Network Simulator [22]. In both experiments a fully-

connected MLP with backpropagation learning algorithm 

was implemented. When using the characteristics feature 

vector the network had 37 inputs (one for each 

characteristic) and 38 outputs (one per user). For the bitmap 

MLP-architecture the network had 1152 inputs and 38 

outputs. In both experiments the learning process used an 

initial random generation of weights in the range [-1,1], 

standard backpropagation algorithm, and a learning rate 

(step size) of ρ=0.001 for the characteristics vector and 

ρ=0.1 for the bitmap feature vector.  In both architectures 

the network had two hidden layers. When using the 

characteristics feature vector the first internal layer had 10 

neurons and the second, 20. For the bitmap architecture the 

first hidden layer had 80 neurons and the second, 20. 

Although we tested other number of neurons and other 

architectures the previous configurations provided the best 

classification rates. Fig. 14 presents a part of the training 

evolution for the bitmap (which was executed for 1000 

iterations) and for the characteristics vector (which was 

executed for 10000 iterations). Fig. 15 represents 

respectively the MSE error corresponding to each one of the 

190 used test patterns for the bitmap and characteristics 

vectors. Both approaches produced a very similar 

classification rate, with the characteristics feature vector 

providing a 45.2% correct classification rate and the bitmap 

feature vector a 46.8% correct classification rate.  

VIII. ANALYSIS OF THE EXPERIMENTAL RESULTS 

Table 2 compares the correct recognition rate obtained by 

SVM and MLP using our signature database. As it can be 

seen, SVM outperforms MLP, for the process of signature 

recognition, with both approaches. Also, SVM training time 

was much shorter that MLP, nevertheless, for this 

comparison, it should to be taken into account the difference 

in code efficiency of the tools used.  

The bitmap approach, both for SVM and MLP, produced 

better results than the characteristics feature vector. 

                       
 

Fig. 14. MLP-Training evolution using as feature vector the bitmap (left) and the characteristics(right). 
 

                          
 

 

Fig. 15. MSE error for each signature when using as feature vector the bitmap (left) and the characteristics (right). 



Nevertheless, also for SVM and MLP, the training time 

needed when using the characteristics vector was between 7 

and 12 times smaller than the corresponding to the bitmap 

approach. 

We have found in the literature some references that to some 

extent, can be compared with our approach. Ref. [4] 

reported an 80.1% correct classification rate for signatures 

using neural networks and a set of features similar to the one 

we have presented. Nevertheless, in this case the authors use 

around 15-25 originals signatures for each user. We consider 

that although the results are superior, the approach to the 

problem is not realistic and can not be used to implement 

practical signature recognition applications.   

Ref. [32] reported a 70.8% correct classification rates of 

signatures, compared to our 71.2% using SVM, in a very 

similar environment, using just one original signature and a 

similar number of users. Nevertheless in this case the 

authors have developed a complex ad-hoc solution to the 

problem (revolving deformable models) while our approach 

is much more standard and simple because is based on a 

well-known classification mechanism like SVM and MLP.  

IX. CONCLUSIONS 

Despite the potential applications for accessing security-

sensitive facilities and for processing legal and historical 
documents of the signature recognition problem, it has 

received very little attention when compared with signature 

verification. The relevance of signature recognition, apart 

from its applications, also comes from the fact that it can be 

considered a fundamental preprocessing stage for signature 

verification. In other words, a correct signature verification 

depends on a correct signature recognition. 

This paper has presented an efficient off-line signature 

recognition system constructed using SVM. To the best of 

our knowledge this is the first application of SVM for 

signature recognition. MLP and SVM have been applied to 

many classification problems, generally yielding good 

performance. In this paper we also compare these two 

machine learning algorithms on signature recognition. From 

the results obtained we empirically conclude that SVM work 

better than MLP, with standard backpropagation learning, 

for off-line signature recognition (within our signature 

database), both for the identification rate obtained (there is 

an increment of 20% in the recognition rate when using 

SVM) and for the training time needed. This superior SVM 

performance is due to the superior generalization ability of 

Support Vector Machines in high dimensional spaces. 

We have also presented an original technique for the 

synthetic generation of a training signature database, thus 

avoiding the inconvenience that each user has to sign more 

that one time in order to be correctly recognized by the 

system. The system generates a significant set of synthetic 

signatures for training purposes using just one original 

signature as seed. This is a very important characteristic in 

order to create practical applications, because in a real 

environment a user will be willing to provide one original 

signature, but in general, no more than that. The recognition 

results presented in the paper prove that, when combined 

with SVM, this mechanism is able to capture, to a large 

extent, the intrapersonal variability. 

Regarding future research lines, first we plan to develop a 

more complete off-line signature database freely available to 

the research community in order to provide the means to 

compare different signature recognition techniques. With 

respect to the signature recognition system, regarding the 

good results provided by the synthetic generation of 

signatures, we plan to introduce also non-linear 

modifications in order to optimize the capture of 

intrapersonal variability. Another future research line is to 

investigate on the design of an ad-hoc kernel for the process 

of signature identification in order to improve the efficiency 

of the SVM approach. 
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