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Automatic face recognition is becoming increasingly important due to the security applica-
tions derived from it. Although the face recognition problem has focused on 2D images, re-
cently, due to the proliferation of 3D scanning hardware, 3D face recognition has become a 
feasible application. This 3D approach do not use the colour of the faces, so, when it is com-
pared to the more traditional 2D approach, has the main advantages of being robust under 
lighting variations and also of providing more relevant information. In this paper we present a 
new 3D face model based on curvature properties of the face surface. As will be presented, our 
system is able to detect the subset of characteristics of the face with higher discrimination 
power among a large set of them.  The robustness of the model is tested by comparing recog-
nition rates using both controlled and non-controlled environments regarding facial expres-
sions and face rotations. The difference between the recognition rate of the two environments 
of only 5% proves that the model has a high degree of robustness against pose and facial ex-
pressions and that is robust enough to implement facial recognition applications, which can 
achieve up to  91% correct recognition rate. 
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1. Introduction 

A biometric system is a pattern recognition system that determines the authenticity of 
an individual using some physical or behavioural features (fingerprints, face images, 
signature, voice, gait, etc.)64. The social demand for security and fraud control appli-
cations, in which it is necessary to establish personal authentication, has caused the 
need for increased research in such systems9,42. Within this trend, automatic face rec-
ognition has become one of the biometric systems where more attention has been 
focussed in recent years. It has many applications in areas like: personal identification, 
security applications, law enforcements and smart environments, among others. Of all 
the biometric modalities used for human recognition and verification, face recognition 
is one of the less intrusive42, which has increased the interest and applications of these 
systems. 

Traditionally, research in face recognition has focused on 2D intensity images. Un-
der this context, the recognition accuracy is sensitive to the lighting conditions (posi-
tion and kind of light), expressions, head orientation (rotation), and/or a variety of 
elements such as hair, moustache, glasses, makeup, etc. Among the proposed methods 
on 2D face recognition are those based on some local geometric features, such as 
shape of the eyes, mouth, as well as the relationship among them11,32. Another classic 



method using geometric information is the template matching method11,20. Some of the 
most successful algorithms for 2D face recognition use texture information provided 
from 2D texture images, such as eigenfaces38,60, fisherfaces2, and elastic graph match-
ing65. Automatic Face Recognition using 2D images provides excellent results when 
the image acquisition conditions (illumination, pose and face variations) are con-
trolled42. Recent efforts are oriented to reduce image acquisition restrictions43,66. Some 
methods have been proposed to tackle non-controlled variations of pose and illumina-
tion, but they do not work well in arbitrary conditions42. 

Working with 3D face images has some advantages over 2D face images: (1) more 
geometrical information can be obtained from the 3D data than from 2D images be-
cause 2D images loose depth information as they are formed through projections of  
3D objects, (2) the measured features (as distances, angles, depth, areas,…) from real 
3D data are not affected by the scale and rotation of the face and (3) if the 3D face 
recognition system does not use texture (colour) information, as in the case of this 
work, the recognition is immune to the effect of illumination variations. The advances 
in computational processing capacities as well as the reduction of size of the 3D digi-
tizers, have contributed to their proliferation and to the development 3D face recogni-
tion systems. 

In the last few years, the interest in 3D object recognition systems in general, and in 
3D face recognition systems in particular, has increased33,36,39. One common technique 
using 2D images is based on the correspondence among 2D image points and their 
corresponding of a generic 3D object model in order to obtain a 3D particularized 
object model for the object location, pose determination and/or feature extraction15. 
Among the 3D free-form object descriptors to represent objects is the local curvature. 
Hallinan et al.31 experimented a set of twelve 3D features extracted from segmented 
regions using curvature properties of the surface which were also used for face recog-
nition using a small set of 8 individuals. 

Two aspects that characterize a face recognition system are: (1) representation or 
face modelling and (2) recognition (or matching) technique. Face modelling trans-
forms the information of the facial image into a compact and discriminating represen-
tation and matching scheme, involves the method that is used to select the best match 
from the set of identities of the face database. While the matching scheme can be 
efficiently implemented using standard machine learning techniques like Neural Net-
works30 or Support Vector Machines29, 3D Face Modelling is an open problem, spe-
cially in the areas of 3D face modelling9,25,68. In this paper, we develop a novel, robust 
and practical representation of 3D face images obtained from next stages: segmenta-
tion (using curvature information), feature extraction and analysis of the discriminat-
ing power. In order to check the robustness of the model designed, face recognition 
experiments have been run using (1) Support Vector Machines (SVM) and (2) Princi-
pal Components Analysis (PCA) in combination with a Euclidean distance classifier. 
Also, due to the lack of representative 3D face databases that present a high degree of 
variability among the images of each individual, specially related to facial expres-
sions, and in order to test our face model using a real environment, we have proposed 
and developed a new 3D face database named GavabDB. This database, described in 
Moreno et al47, can be found in http://gavab.escet.urjc.es/. 

http://gavab.escet.urjc.es/


The paper is organized as follows: first, the state of the art of 3D face databases and 
3D face modelling are presented. The next section introduces our face model using 
HK segmentation (based on local curvature properties). The fourth section studies the 
minimum set of features that better characterize each face. Section five, presents the 
design of a 3D face database that captures the variability needed to test face recogni-
tion applications in real environments, and checks the robustness of our face model by 
implementing face recognition system using SVM and PCA (in combination with a 
Euclidean classifier) as matching schemes. Finally, conclusive remarks and future 
works are given in section six.  

2. State of the Art: 3D Face Databases and 3D Face Modelling  

The following two subsections present the state of the art of 3D face databases and 3D 
face modelling focusing on their characteristics and main limitations. 

2.1 3D Face Databases 

The development of automatic face recognition systems needs from face image data-
bases in order to train and evaluate the systems. There are some published face image 
databases orientated to different experimentation purposes: automatic face recogni-
tion, facial expression analysis, pose estimation, face detection, etc. Most of the data-
bases only offer 2D face images. Some of the 2D facial image databases described in 
the literature are FERET database,59,60 Yale DB database,2 AR database,44 MIT data-
base,60 ORL database (Olivetti),54 CVL database,22 PF01 database  (Postech Faces 
‘01),37 and CMU database55. The number of 3D face databases available is very lim-
ited and, in general, they tend to be designed for specific aspects of recognition. To 
our knowledge, some of the most representative 3D face databases are: 
• XM2VTS database:45 It is a large multimodal database, specifically designed for 
testing multimodal verification systems. It includes a 3D face model for each individ-
ual. 
• 3D_RMA database:4 It contains 120 individuals captured in two different sessions, 
separated by 2 months. Digitisations consisted in 3 shots grabbing different and lim-
ited orientations of the head (frontal, at left or right and at up or down).  
• York University 3D face database:1 This database has images corresponding to 97 
individuals. It contains 10 captures per individual including different poses. However, 
only 2 of the ten images of each individual present light facial expressions (happiness 
and frown) and one presents face occlusion. 
• Notre Dame 3D database:16 it contains 951 3D range images and its corresponding 
2D images from 275 individuals without any kind of facial expression.  
• CAESAR anthropometric database13,25: It contains 3D surface grid and colour map 
information of the full body (without facial expressions). 

The study of the state of the art of 3D databases reveals that in general, there are not 
many varied changes among the different images of each individual. Some of data-
bases offer variations related to some aspects but not to others, but in general, the 



range of variation is very limited. Among the databases presented, just one captures 
images with some light facial expression. A common characteristic of the databases is 
that the scanning process of the images is usually done under strict rules in order to 
capture the image of the face as needed. Having databases with a high variability in 
the pose and in the facial expression is very important in order to test the robustness of 
a 3D face model and the efficiency of a recognition system in a real environment 
situation. Also, the strict scanning process used for creating the databases is not desir-
able to test 3D models under real environments where users will usually have some 
degree of freedom. For all these reasons, we felt that there was a need for a 3D facial 
database with a representative number of individuals and with a variety of pronounced 
facial expressions and different poses. 

2.2 State of the Art: 3D Face Modelling 

A current trend in face recognition is to use 3D face models to analyze if the 3D in-
formation improves the 2D face recognition rate and in this case, to quantify the in-
crement they provide68,25. 3D face recognition systems solve some of the existing 
problems of the 2D approaches, mainly illumination, pose and face variations depend-
ence10. Although intuitively 3D information should provide better results that 2D, it 
has not still been proven with any rigorous study18,68. So far, research in 3D face rec-
ognition system has focussed on looking for descriptors that model the face (3D face 
modelling) and on image acquisition techniques7, rather than in evaluation of these 
systems. The main reasons are the high cost of 3D digitizers and consequently the lack 
of 3D face databases which permit the evaluation of this kind of techniques. There are 
relatively few works about face recognition using 3D models,10,21,33,39 and there are 
few works which present recognition rates evaluated using a great number of im-
ages.8,68 In this section we present a review of the main approaches for 3D face model-
ling: local feature face modelling and holistic face modelling. 

2.2.1 Local Feature-Based 3D Face Modelling 

Differential geometry has been used for feature extraction in the context of free-form 
three-dimensional object recognition27 and also used by some authors for facial feature 
extraction.56 The local curvature of a surface 3D point, as well as the angle among 
surface normal vectors evaluated in a 3D point of the surface have been proposed as 
3D free-form object descriptors15,56,57 in the scope of 3D face recognition. Another 
technique of representation of 3D range face images using local information is the one 
based in computing the point signature over determinate 3D points in order to obtain 
descriptors. The point signature has been used to represent 3D free-form object, in 
particular 3D face images.21 The rest of this section presents some representative 
techniques of local feature-based 3D face modelling. 

Segmentation based in a point classification according to planar, spherical or revo-
lution surface was proposed by Gordon in Ref 27. In this approach, a region classifi-
cation according to concavity, convexity and saddle points was achieved to localize 



nose, eyes and mouth. Neck, front and cheeks were also localized according to their 
smooth property. These features were used to normalize the images, scaling and pos-
ing them into a cylindrical mesh such that the volume between face and cylinder char-
acterized the face for recognition. The proposed 3D face recognition system provided 
excellent recognition rates using local features and also using the whole face, but 
using a small set of images (24) corresponding to a small number of individuals (8) for 
the test experiments. 

The local surface curvature evaluated in a point is characterized by the directions in 
which the normal of the surface changes more and less quickly. In Hallinan et al,31 a 
set of twelve 3D descriptors extracted from segmented regions using curvature proper-
ties of the surface were experimented for face recognition over a database of 8 indi-
vidual and 3 images per individual obtaining a high recognition rate (95,5%).  

Some other techniques use 3D geometry data gather to the 2D intensity images cap-
tured simultaneously by the same digitizer.5,63 A face verification system is proposed 
in Ref. 4 (using the 3D images captured by the active triangulation technique de-
scribed in Ref. 7) which uses grey level information and two facial profile curves as 
face representation. 

A representation based on local features, which gathers both the 3D shape informa-
tion and the 2D texture information, is analyzed and described by Wang et al.63 Fea-
tures points are selected by Gabor filter responses in the 2D domain, and the signa-
tures of these points over the same points in the 3D domain. Both of them are pro-
jected in their corresponding subspace using PCA. The obtained weight vectors are 
integrated in an augmented vector used to represent the face image in the recognition 
system. The identification system based in Support Vector Machines provides a 90% 
recognition rate using a database of 50 individuals presenting different facial expres-
sions and poses. 

2.2.2 Holistic 3D Face Modelling 

This section describes some 3D face recognition techniques which employ a complete 
description of the 3D face surface instead of characteristics extracted from local fea-
tures to represent the face in the recognition system. One common holistic technique 
on 3D object recognition is based on the correspondence among scene points and 
model points in order to determinate the object pose and location and to extract fea-
tures to perform the recognition35. The use of a generic 3D head model36 has some 
applications like analysis and synthesis of facial expressions41, illumination or pose 
correction in a face recognition system39, descriptor extraction40 and generation of 
synthetic face variations (i.e. illumination changes, rotations...) to augment the number 
of training views of each individual62,34 (to increase robustness when there exist such 
variations).  

The use of a generic 3D head model lets to obtain 3D information from 2D images. 
This model contains control points that can be displaced to adjust themselves to their 
corresponding points of the 2D images of the individual. These displacements deform 
the generic model generating a particularized model of the individual of the 2D im-
ages. The deformations are expressed in terms of modifications of certain parameters 



which characterize the three dimensional global shape of the individual as well as 
local information. This technique avoids the 3D image acquisition stage of the test 
images. The need of searching 2D points in the images is the great disadvantage of 
this technique, be cause of the dependence of the acquisition conditions. 

Some recent approaches18,59 use principal component analysis (PCA) to obtain a 
low dimensional representation of 3D images given by depth maps of the complete 
face. Their objective is to evaluate the influence of colour, depth and the combination 
of both in face recognition. They compared the use of 2D images, and their corre-
sponding 3D depth maps separately and combined concluding that the combination of 
2D and 3D information provided better result. These systems have not considered 
images presenting facial expressions. Pose variations experimented have been very 
limited59 or they have not been considered18. Ref. 3 demonstrates that depth and tex-
ture play complementary roles in the coding of faces. In Godil et al.25, it is demon-
strated that for their data set, the recognition performance is not very different be-
tween 3D surface and colour map information using a PCA algorithm. It is also 
showed in this paper that using fusion approaches of both patterns there is significant 
improvement in the results.  

Another work related with PCA using 3D information is10, which proposes a repre-
sentation based in geometrical invariants. This work obtains a canonical invariant 
under isometric deformations (bending-invariant canonical form), adding image tex-
ture to the canonical surface in the canonical form space and to apply PCA to the 
obtained representations (eigenforms). No recognition results were given in this work.  

3. 3D Face Modelling Based on HK Segmentation 

Our work is focussed on searching new 3D face modelling methodologies which im-
prove the robustness of automatic face recognition systems. The objectives are to free 
the systems of some image restrictions of the image acquisition (illumination, pose, 
make-up, shades, facial expressions, etc.), as well as to look for 3D information ex-
tractable from the face images which provides more discriminating power among 
individuals. Our 3D face modelling system has three basic stages: (1) HK segmenta-
tion of regions and lines of interest, (2) feature extraction from the segmented regions 
and lines and (3) feature selection. 

3.1 HK Segmentation 

The HK algorithm58 can be used to classify 3D points of facial meshes assigning to 
each point of the mesh a label describing the local shape of the surface using diction-
ary of shape classes. The algorithm, based on differential geometry properties, labels 
each point of 3D facial meshes as concave elliptical, convex elliptical, hyperbolic, 
concave cylindrical, convex cylindrical or planar. The classification is obtained using 
the signs of the median (H) and Gaussian (K) curvatures as criteria. 



 

3.1.1 Shape Classification 

Two curvature values are defined over each point of the 3D face surface. The mean 
curvature (H) of a 3D point is defined as the average of the principal curvatures of the 
3D surface in that point and the Gaussian curvature (K) can be obtained as the product 
of the principal curvatures. These values, H and K, can then be used to identify the 
form of the curvature in a given point, considering that concavity and convexity are 
defined from the 3D scanner point of view. Table 1 presents the classification diction-
ary used to label each point of the 3D facial mesh. For example, in a cylindrical point, 
one of the two main curvatures is zero; in an elliptic point, the main curvatures have 
the same sign; in hyperbolic points, the main curvatures are non-zero and have differ-
ent signs, being the local surface like a saddle. The previous classification is qualita-

tive in the sense that the label assigned to each point depends only on the sign of the 
main curvatures and not on its absolute value. This increases the robustness of the 
classification, because the sign can be correctly classified even though some noise 
may have affected the original data. 

3.1.2 Obtaining H and K curvature values 

Given P=f(u0,v0) a point of surface f, and xi(P) the partial derivative of surface f with 
respect to i in P, the partial derivatives with respect to the main dimensions x, y and z 
can be obtained as:  
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Table 1. Dictionary of shapes classified according to the signs of the H and K curvatures. 

 Hyperbolic Convex  
cylindrical 

Convex  
elliptical 

Planar Concave 
cylindrical 

Concave 
elliptical 
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Defining xij(P) as the second partial derivative of surface f with respect of the vari-
able j of the first partial derivative xi in P, they can be obtained as:  
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where x1, x2 are the first derivative of the surface along x and y directions respec-
tively, and x11, x12, x22 represent the corresponding second derivatives. The first and 
second fundamental forms of surface f in P are defined as a two 2x2 matrix. The first 
fundamental form G is defined as: 
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where each element of the matrix is obtained using the scalar product: 
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The second fundamental form L is defined as: 
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where each element of the matrix is obtained using the scalar product: 
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The first and second fundamental forms of surface f can be used to obtain the fol-
lowing 2x2 matrix: 

( )( ) 1−= )(G)(L)(dx ijijij3 PPP , (11) 

which can be used to obtain the Mean (Hf(P)) and Gaussian  (Kf(P)) curvatures of 
surface f in P as: 
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where tr is the trace of a matrix and det is the determinant.  
A problem of the 3D digitizer is the noise introduced in the images, as we can see 

in Figure 7(b). Mean and Gaussian curvatures can be locally affected by the noise of 
the 3D image, so it is very important to have a pre-processing stage that reduces the 
effect of noise. These problems have been satisfactorily solved trough a pre-
processing stage applied over each image in which a median filter is applied to reduce 
impulse noise and a smoothing process implemented with a mean filtering, is applied 



to attenuate possible local changes of the curvature signs. Also, the structure of 3D 
face meshes, which are formed by cells of four nodes, provides an easy mechanism to 
move in a horizontal and vertical direction within the mesh, which allows to compute 
approximate derivatives more efficiently in terms of time. 

3.2 Identification of Relevant Face Regions 

An example of H and K curvature signs obtained from a 3D face are presented in 
Figure 1 (a) and (b) respectively, where black points have a negative sign and grey 
points have a positive sign. The values of H and K can not be obtained for the border 
points of the mesh because it is not possible to obtain the second derivative on these 
points.  Figure 1 (c) shows the results of applying the classification dictionary of Ta-
ble 1 to each point of the surface that has both H and K values, where black represents 
hyperbolic points, dark grey convex elliptic and light grey concave elliptic points. 
Only three types of points are obtained because it is virtually impossible to obtain a 
value of 0 for H and K when working with real numbers. This fact causes that no con-
cave cylindrical, convex cylindrical or planar points are obtained. Nevertheless these 
classes of points can be obtained when curvature thresholds are applied. 

In order to isolate regions of high curvature and to obtain a greater variety of classi-
fication points, different curvature thresholds were experimentally tested. The goal of 
these thresholds is to isolate regions of interest that can be used to identify a face. The 
regions of interest obtained should comply a set of criteria: (1) should not change with 
different facial expressions, (2) these regions should be present in most of the images, 
(3) the regions should be easily detected and (4) the regions should be outside of areas 
susceptible of containing hear (moustache, beard, etc.). The first three requisites basi-
cally define facial regions with high curvature values, in which the skull is near the 
skin, so they are not affected by facial expression and can be easily identified. The 
fourth one restricts the face areas to those ones outside the mandible and the mouth. 

After experimentally analyzing different thresholds values, the values selected 
were: Ht=±0.05 and Kt=±0.0005 for median and Gaussian curvatures, respectively. 

Sign(H) Sign(K) Classification 

 

 

 

  
(a) (b) (c) 

Fig 1. (a) Sign of H and (b) K curvatures of the points of the 3D faces corresponding to one subject, 
with the black points having negative sign and the grey points a positive sign, and (c) classification of 
the points using the classification dictionary, with black identifying hyperbolic points, dark grey 
convex elliptic and light grey concave elliptic. 



These thresholds were used to assign a value of 0 to any value included within the 
corresponding intervals, in our case -0.05<Ht<0.05 and -0.0005<Kt<0.0005. After 
this process the same regions appear in the face surfaces. Figure 2 presents an exam-
ple of those areas for some of the seven images taken from two individuals. As can be 
seen the same areas are highlighted by the process. Also planar, concave cylindrical 
and convex cylindrical points appear, increasing the richness of information. 

From all the regions that appear after the application of the thresholds, taking into 
account the previous curvature criteria, seven regions have been selected:  
- Region 1: Region contains the points of the tip of the nose. These points are clas-

sified as convex elliptical after the threshold stage. 
- Region 2: Region composed by the frontal points of the nose. These points are 

classified as convex cylindrical after the threshold stage.  
- Region 3: Region composed by the points situated in the upper bridge of the nose 

classified as hyperbolic after the threshold stage. 
- Region 4: Region composed by concave elliptical points of the left eye cavity af-

ter applying the threshold stage. 
- Region 5: Region composed by the concave elliptical points of the right eye cav-

ity after applying the threshold stage. 
- Region 6: Region composed by the convex elliptical points of the left eye. 
- Region 7: Region composed by the convex elliptical points of the right eye. 

Also two types of facial lines have been extracted: 
- Line 1: Composed by points in which the sign of H curvature changes in the right 

side of nose. 
   - Line 2: Composed by the points in which the sign of H changes in the left side of 
the nose. 

Figure 3 presents an example of the regions and lines selected. Five of those re-
gions are obtained after applying thresholds, two before applying thresholds and the 
two lines are obtained from the sign of H. Most of these regions are from parts of the 
face where the skull and the face surface are separated by a thin layer of skin. This 
basically causes that this areas are almost not affected by facial expressions and aging, 
which make them ideal to characterize an individual. Notice that the selected regions 
are not areas with possibility of be occluded by facial hair. 

 

Fig. 2. Example of detected regions for some of the 3D images (looking down, looking up, neutral, random 
and smile gestures from left to right, respectively) for one subject after thresholding and classification stages. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Regions and lines selected after the classification and the threshold application stage: (a) regions 
obtained after the threshold stage. (b) Regions obtained before applying the threshold process, (c) the lines 
obtained from the sign of H curvature. 

(a) (b) (c) 



3.3 Automatic Face Segmentation 

In order to automatically identify each one of the relevant regions and lines identified 
on the previous section, we propose an algorithm that first starts by identifying Region 
1, which is the easiest to obtain, and, once this region has been located within the 
mesh, it is used to sequentially locate the other regions. The method is based in the 
following steps:  
1) Region 1 is easily distinguishable because is the region which has the highest num-
ber of convex elliptic nodes in the threshold image. 
2) Region 2 is formed by the convex cylindrical points. This region is neighbour to 
Region 1. 
3) The points that constitute Region 3 are hyperbolic and they are located in a 
neighbour region of Region 2. Further relative position restrictions with respect to the 
eye regions can be used if more than one candidate region were obtained.  
4) Regions 4 and 5 are formed by concave elliptic points. There are few candidate 
regions to them, and the selection is performed according to their relative positions 
with respect to the nose regions. 5) Regions 6 and 7 are formed by convex elliptic 
points in the non-threshold image, by eliminating candidate regions that not hold cer-
tain restrictions. Such restrictions are: their relative positions with respect to regions 3, 
4 and 5 (for example, their points had to be found in a band containing these three 
regions) and height (major axis 1.7 mm. maximum). 
6) Lines 1 and 2 are looked for from the external border of Region 2 at left and right 
directions respectively until a sign change of the median curvature is found. 

3.4 Feature Extraction  

The goal of this section is to extract a relevant set of features from the automatically 
segmented regions in order to characterize and model each 3D mesh. Using the auto-
matically segmented areas, a total of eighty six non-independent features were de-
fined. Table 2 describes and classifies these features in thirteen categories: (1) areas of 
the regions, (2) area relations, (3) mean of areas, (4) distance between mass centres of 
regions, (5) relations of distances between mass centres of regions, (6) mean of dis-
tances, (7) angles among mass centres of regions, (8) mean of angles, (9) mean of H of 
the points belonging to a region, (10) mean of K of the points belonging to a region, 
(11) variance of H of the points belonging to a region, (12) variance of K evaluated in 
the points belonging to a region, (13) lines 1 and 2 based features. Table 2 also in-
cludes the mathematical definition of each one of these features using the data pro-
vided by the segmented regions. Each feature has an associated identification number 
and a ranking position. This position corresponds to the ordered discriminating power 
of the feature (a smaller value in the ranking corresponds to a higher discrimination 
rate).  

The discrimination power of each feature Φ has been computed using the Fisher 
coefficient31, which represents the ratio of between-class variance to within-class vari-
ance, according to the formula: 
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where CFΦ is the Fisher coefficient of the Φ descriptor, c is the number of classes 
(individuals in our case), Φi is the set of feature values for class i, ni is the size of Φi, 
mi is the mean of Φi, and m is the global mean of the feature over all classes, and x is 
each value of descriptor Φ in the class i. 

There are 60 classes corresponding to the number of distinct individuals in the da-
tabase. Although there are seven images per person, when computing the Fisher coef-
ficients, only the 3D facial images having the whole regions and consequently the 
whole set of features correctly extracted have been employed (a total of 310 images).  

When a feature could not be computed because of the non-existence of the region/s 
from which it is derived, it was zero valued, except when a symmetric feature exists. 
In this case, the non-existent feature is valued like its symmetric feature. Extracted 
features have been normalized to values in the interval [0, 1]. Figure 4 presents the 
Fisher coefficients corresponding to each feature rank position in the Fisher coeffi-
cient ordered list. Figure 5 shows the six most discriminating features. 

4. Feature Selection 

The goal of this section is to identify the minimum subset of features that maximize 
the recognition rate of a generic face recognition system. In order to select an optimal 
subset of features, eighty six feature subsets were tested. Each subset was composed 
by the first n features of the ordered features list according to Fisher coefficient, where 
1≤ n ≤ 86. 
The training set consisted of 60 frontal images (one per individual) which, after 

segmentation, contained all the regions and lines necessary to obtain the feature vec-
tor. Six test image sets were used : (1) second set of frontal view images, which was 
composed of 47 images, (2) smiling images test, which contained 48 images, (3) 
laughing images test, which contained 45 images, (4) random gesture test, containing 
47 images, (5) looking down images, with 19 images and (6) looking up images, with 
41 images. Because the goal is to obtain the minimum set of features that produces the 
highest recognition rate, these test sets were constructed exclusively with the images 
of the individuals that contained all the regions and lines necessary to calculate all 
features. Figure 6 represents the recognition rates for some of the previous six test sets 
using as matching scheme the minimum Euclidean distance di: 
 

di = (v1-ai1)
2+(v2-ai2)

2+...+(vn-ain)
2 (15) 

 
where (v1,v2,…,vn) is the feature vector of the face being identified and (ai1,ai2, 

…,ain) is the feature vector of each face of the database. 



 

Table 2. Extracted features from the segmented regions and lines, and their position in an ordered list according 
to their discriminating power. The used acronyms are: Ri = region i; Li = line i; A_Ri = area of region i; C_Ri = 
centroid of region i; d(P1, P2) = Euclidean distance between 3D points P1 and P2; ang(P1,P2,P3) = angle de-
fined by the 3D points P1,P2 and P3, being P2 the intermediate vertex; H_Ri and K_Ri are the respective aver-
ages of the Mean and Gaussian curvatures, evaluated in points belonging to the region i; VH_Ri and VK_Ri are 
the respective variances of the Mean and Gaussian curvatures evaluated in points belonging to the region i. 

Id FEATURE DESCRIPTION rank  Id FEATURE DESCRIPTION rank 
Area of the regions Mean of H of the points belonging to a region 

0 A_R1 52 40 H_R1 28 
1 A_R4 41 41 H_R2 24 
2 A_R5 47 42 H_R3 16 
3 A_R2 30 43 H_R4 17 
4 A_R3 35 44 H_R5 21 
5 A_R6 45 45 H_(R4 U R5) 12 
6 A_R7 50 46 H_R6 53 

Area relations 47 H_R7 63 
7 A_R2/A_R1 59 48 H_(R6 U R7) 48 
8 A_R1/A_R3 71 Mean of K region of the of  a region 
9 A_R1/(A_R4+A_R5) 70 49 K_R1 33 
10 A_R1/(A_R6+A_R7) 58 50 K_R2 37 

Mean of areas 51 K_R3 11 
11 (A_R4 + A_R5)/2 38 52 K_R4 20 
12 (A_R6+A_R7)/2 42 53 K_R5 22 

Distance between mass centres of regions 54 K_(R4 U R5) 13 
13 d(C_R4, C_R5) 18 55 K_R6 55 
14 d(C_R6, C_R7) 81 56 K_R7 64 
15 d(C_R1, C_R3) 6 57 K_(R6 U R7) 51 
16 d(C_R4, C_R3) 8 Variance of H of the points of a region 
17 d(C_R5, C_R3) 9 58 VH_R1 74 
18 d(C_R6, C_R3) 36 59 VH_R2 85 
19 d(C_R7, C_R3) 34 60 VH_R3 62 
20 d(C_R6, C_R1) 61 61 VH_R4 83 
21 d(C_R7, C_R1) 60 62 VH_R5 72 
22 d(C_R4, C_R1) 15 63 VH_(R4 U R5) 68 
23 d(C_R5, C_R1) 19 64 VH_R6 79 
Relations of distances between mass centres of regions 65 VH_R7 86 
24 d(C_R4, C_R5)/ d(C_R1, C_R3) 10 66 VH_(R6 U R7) 78 
25 1/2 [d(C_R4,C_R3)+d(C_R5,C_R3)]/d(C_R3, C_R1) 32 Variance of K of the points of  a region 
26 d(C_R6, C_R7)/d(C_R3, C_R1) 49 67 VK_R1 73 
27 1/2 [d(C_R6,C_R3)+d(C_R7,C_R3)]/d(C_R3, C_R1) 40 68 VK_R2 69 

Mean of distances 69 VK_R3 82 
28 1/2[d(C_R4, C_R3)+d(C_R5,C_R3)] 5 70 VK_R4 77 
29 1/2[d(C_R6, C_R3)+d(C_R7,C_R3)] 29 71 VK_R5 67 
76 1/2[d(C_R6, C_R1)+d(C_R7,C_R1)] 57 72 VK_(R4 U R5) 66 
77 1/2[d(C_R4, C_R1)+d(C_R5,C_R1)] 14 73 VK_R6 75 

Angles among mass centres of regions 74 VK_R7 84 
30 ang (C_R4, C_R3, C_R5) 1 75 VK_(R6 U R7) 80 
31 ang (C_R4, C_R3, C_R1) 2 Lines 1 and 2 based features 
32 ang (C_R5, C_R3, C_R1) 4 78 d(upper end point L1, upper end point L2) 43 
33 ang (C_R4, C_R1, C_R5) 31 79 d(lower end point L1, lower end point L2) 65 
34 ang (C_R6, C_R1, C_R7) 76 80 Lenght of L1 44 
35 ang (C_R6, C_R3, C_R7) 27 81 Lenght of L2 46 
36 ang (C_R6, C_R3, C_R1) 23 82 1/2 [Lenght of L1+Lenght of L2] 39 
37 ang (C_R7, C_R3, C_R1) 26 83 Area of the polygon formed by the 4 ends 

of L1,L2 
54 

Mean of symmetric angles 84 ang(lower point of L1,C_R1, lower end of 
L2) 

56 

38 1/2[ang(C_R4,C_R3,C_R1)+ ang(C_R5, 
C_R3,C_R1)] 

3 85 ang(upper point of L1,C_R3, upper end of 
L2) 

7 

39 1/2[ang(C_R6,C_R3,C_R1) +ang(C_R7, 
C_R3,C_R1)] 

25    

 



 

The matching scheme sequentially compares each testing image with each image of 
the database, by identifying the more similar ones. Each graph also presents the cor-
rect recognition rate in five different situations: (1) considering just the most similar 
face (the minimum distance), (2) considering the two more similar faces, (3) the three 
more similar faces, (4) the five more similar faces and (5) the eight more similar faces. 

The reason to present these results in order to decide the length of the feature vec-
tor is to have more data for the decision, and because typically in face recognition 
applications, the solutions are semi-automated, where the output of the system is not 
just the more similar element, but a set of the most similar elements found, and after 
that the identification is refined manually. 

The best recognition rates are obtained when the test set used is the frontal view of 
images, and the second one when the test set used is the smiling faces. After that rec-
ognition rates rapidly deteriorate, especially when using as test set any of the two 
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Fig. 5. Representation of the six most discriminative features according to their Fisher coefficients. 

 
 
 
 
 
 
 
 
 
 
 

Fig. 4.  Ordered list of the Fisher coefficient values corresponding to each extracted feature. 
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rotated images.  By observation of the graphs, the conclusion is that, in these six test 
sets, the best recognition results were obtained when the number of features used to 
represent the individuals was between the first 30 and 37 features (those of lower 
positions in the ordered list according to Fisher coefficients). 

5. Robustness of HK Face Modelling: Experiments and Result 
Analysis 

The quality of any face model is measured by its ability to cope with a non-controlled 
environment in which users have certain degrees of freedom regarding facial expres-
sions, rotations of the face, etc. In order to efficiently implement recognition systems 
it is necessary to have a robust face model able to cope with the variability of the 
problem. This section first presents the characteristics of our 3D face database de-
signed to capture face variability. This database is necessary to test our model under 
some acquisition variations related to pose and pronounced facial expressions. In the 
other hand, our model is not affected by illumination variations (shades, kind of light) 
or makeup, cause it does not contain colour information (only geometrical data of the 
3D meshes of face surfaces were used to obtain the model). After that, the results of 
applying the automatic segmentation algorithm to our database are given.  The robust-
ness of the model is checked by comparing the correct recognition rates using a con-
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Test Set: Smiling
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Test Set: Laughing
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Test Set: Looking Up (-35x )

0
20
40
60
80
100

1 11 21 31 41 51 61 71 81
Number of Features

R
ec
on
gi
tio
n 
R
at
e

 
(d) 

  3 individuals 1 individual   2 individuals  5 individuals   8 individuals 
 

Figure 6. Recognition rates when using a feature vector of length n with 1≤ n ≤86 for each test set: (a) 
frontal view, (b) smiling, (c) laughing and (d) looking up. 



trolled and a non-controlled environment for two pattern classification methods: (1) 
PCA in combination with a Euclidean distance classifier and (2) SVM. 

5.1. 3D Face Database 

In order to evaluate the robustness of a 3D face model it is needed a database that 
captures the possible variations in pose and facial expression that an individual can 
have when interacting with a face recognition system, and to create that database using 
a flexible scanning environment. As the state of the art revealed there is no database 
that captures this variability. This has motivated the design and creation of a 3D data-
base, called GavabDB, that can be used to test our 3D face model in a real environ-
ment. Database images can be found (without colour or texture) in 
http://gavab.escet.urjc.es. GavabDB contains 549 three-dimensional facial surface 
images corresponding to 61 Caucasian individuals with 9 different images per each 
person. Detailed database creation and its main features are described in47. 

In order to contain the maximum variability our database has been designed to cap-
ture both sources of variations. Each set of samples of an individual contains 9 im-
ages, being the 7 first ones (corresponding to 61 individuals, 427 in total) the images 
used in the experiments of this work: three frontal images with some kind of expres-
sion (one is a random expression chosen by the individual, one smiling and one laugh-
ing), two frontal images with neutral expression, one in which the individual is look-
ing down (-35º x rotation approximately) with a neutral expression, one in which the 
individual is looking up (+35º x rotation approximately) with a neutral expression, one 
in which the individual is looking to the left (-90º y rotation approximately) with neu-
tral expression and one in which the individual is looking to the right (+90º y ap-
proximately  rotation) with neutral expression.  

Facial surfaces are represented by meshes as provided by the range laser sensor. 
Thousand of points which approximate the surface of each sampled face, and the con-
nections of these points, form a mesh representing the scanned face. Cells of the mesh 
have four non-coplanar nodes, and occasionally three in the contour. The grid pro-
vides an easy way of establishing two “orthogonal” directions (horizontal and vertical) 
along which it is possible going from one node to its neighbour in the mesh. The aver-
age points per face mesh in our database is 2,186 (at 1/4 of the scanning resolution). 
The background of the images is empty because the scanner does not sample the ob-
jects (i.e. the wall) placed out of focus. The scanner used for creating the database is a 
VI-700 Minolta.  
When scanning each individual was positioned at about 1.5 ± |0.5| meters from the 
scanner, the head did not have a fixed position. In order to capture each one of the 
images, each individual was asked to look at a specific point. Figure 7 shows the 
scanning environment. The captured images have three main problems: noise, holes 
and uncompleted contour. The noise present in the images can be solved using filters 
in the pre-processing stage. The problem of images with holes is caused because dark 
parts of the face (like eyelids) do not reflect light and consequently sometimes they are 
not scanned. The third problem is caused by the auto-occlusion of the face when it is 



(unconsciously or not) rotated. Figure 7(b) presents an example of noise and Figure 
7(c) presents one example of holes and uncompleted contour. 

 

 
(a) 

 
(b) 

 
(c) 

Fig. 7. (a) The capture environment and examples of the problems of the scanning: (b) noise 
and (c) holes. 

5.2 Automatic Face Segmentation: Result Analysis  

The Automatic Face Segmentation algorithm proposed in subsection 3.3 has been 
tested using all the faces (427 corresponding to 61 individuals) of our database. A 
region or line location result can be labelled as: (1) failure (F), (2) non-existent (NE) 
or (3) correct location (C). Failure means that a searched region or line was found in 
an incorrect location. Non-existence means that no result was obtained from searching 
for that region according to the automatic face segmentation algorithm. Correct loca-
tion occurs when the segmented region was correctly found. Failure, non existence 
and correct percentage results for the different regions and for the different views of 
the images of the database after the segmentation are shown in Table 3.  

The poorest segmentation results were obtained for the eye region, in particular, 
when the view of the individuals presented a light rotation when the individual was 
looking down. The main reason for that is caused by the fact that occluded eye regions 
were automatically reconstructed by the software of the 3D digitizer using an interpo-
lation algorithm. This produced a pernicious effect in the surface, smoothing it and 
losing information of the real curvature value in that region. This phenomenon also 
occurred in Region 3 when individuals were looking up. Nose point region (Region 1) 
offers better results than the other regions, failing only when the image has a hole of 
the surface in this place. A failure of this region location produces failures in the rest 
of region locations, because the rest of the regions are searched according to its posi-
tion.  While a failure (F) on a region searched produces a recognition error, a non 
existence (NE) of some region makes possible the face recognition stage.  

The last row of Table 3 presents the total correct location rate for each Region. We 
conclude that the proposed automatic face segmentation algorithm works satisfacto-
rily, producing a minimum location rate of 83.6% and 87.65% for Region 5 and 6 
(both eyes), and up to a 98% correct recognition rate for Regions 1 and 2 and Lines 1 
and 2. In conclusion, the algorithm provides enough information to construct a robust 
model of the face.   



 

5.3 Robustness of HK Modelling: Applications to Face Recognition 

In this section the robustness of our 3D face modelling system for face recognition is 
tested. The robustness of the model will be measured by how the changes in pose and 
gesture of the faces affect the recognition rate of a face recognition system.  A robust 
model will be able to capture those changes without a relevant variation of the recog-
nition rate. The robustness of the model has been tested using a face recognition sys-
tem that uses as matching schemes PCA with a Euclidean classifier and SVM. Both 
PCA and SVM have produced very good results in 2D recognition problems. In order 
to test the robustness, for each matching scheme two experiments have been run: (1) 
using a non-controlled environment and (2) using a controlled environment.  The 
comparison of the recognition rates obtained by the recognition system in the con-
trolled and non-controlled environment will gave us an indication of the robustness of 
the designed model. 

5.3.1 Face Recognition Architecture 
 
Our face recognition architecture has four steps: (1) Pre-processing, (2) Segmentation, 
(3) Feature Extraction and (4) Classification or Matching. This architecture is valid 
both for training and testing, but while in the training phase (off line) the information 
provided to the matching scheme is used to create a classification system, in the test-
ing phase (on line), the information is used to identify the class, in our case, the indi-

Table 3. Failure (F), non-existence (NE) and correct location (C) percentages obtained in the region and 
line location stage. Results are grouped per searched regions and lines over each set of 60 images corre-
sponding to each kind of view. Last rows are the percentages per searched regions and lines over the 420 
images of the database. 

 Region 1 Region 2 Region 3 Region 4 Region 5 Region 6 Region 7 Line 1 Line 2 
 

looking 
down 

F 0% 0% 0% 0% 8.3% 6.6% 0% 0.6% 0% 
NE 0% 0% 1.2% 15% 28.3% 51.6% 0% 0% 15% 
C 100% 100% 98.8% 90% 63.4% 41.8% 100% 99.4% 90% 

 
looking 

up 

F 0.6% 0.6% 1.2% 0.6% 1.2% 0.6% 0.6% 0.6% 0.6% 
NE 0% 0% 18.3% 6.6% 8.3% 15% 0% 1.2% 8.3% 
C 99.4% 99.4% 80.5% 92.8% 90.5% 84.4% 99.4% 98.2% 91.1% 

 
frontal 
view 1 

F 0% 0% 0.6% 0% 0.6% 0% 0% 0% 0% 
NE 0% 0% 6.6% 5% 6.6% 1.2% 0% 0% 1.2% 
C 100% 100% 92.8% 95% 92.8% 98.8% 100% 100% 98.8% 

 
frontal 
view 2 

F 0% 0% 0.6% 0% 0.6% 0.6% 0% 0% 0% 
NE 0% 0% 5% 8.3% 6.6% 5% 0% 0% 5% 
C 100% 100% 94.4% 91.7% 92.8% 94.4% 100% 100% 95% 

Random 
gesture 

F 0% 0% 0% 0% 0.6% 0.6% 0% 0% 0% 
NE 0% 0% 8.3% 0.6% 5% 10% 0% 0% 1.2% 
C 100% 100% 91.7% 99.4% 94.4% 89.4% 100% 100% 98.8% 

 
laugh 

F 0% 0% 0% 0% 1.2% 0.6% 5% 1.2% 0% 
NE 0% 0% 6.6% 0.6% 5% 10% 0% 0% 1.2% 
C 100% 100% 93.4% 99.4% 93.8% 89.4% 95% 98.8% 98.8% 

 
smile 

F 0% 0% 0% 0% 0% 0% 0.6% 0% 0% 
NE 0% 0% 6.6% 0.6% 6.6% 6.6% 0% 0% 0.6% 
C 100% 100% 93.4% 99.4% 93.4% 93.4% 99.4% 100% 99.4% 

 
Total 
views 

F 0.2% 0.2% 0.95% 0.2% 2.85% 1.9% 1.19% 0.95% 0.2% 
NE 0% 0% 7.85% 5.71% 9.5% 14.5% 0% 0.2% 5.71% 
C 99.8% 99.8% 91.2% 94.0% 87.6% 83.6% 98.8% 98.8% 94.0% 

 



vidual. Figure 8 represents this generic architecture. The main steps of the system are: 
•  Pre-processing: This stage removes the information regarding the neck, ears and 
hair if they appear (which are not relevant for the 3D model) and successively applies 
both a median filter to reduce noise and a mean filter to smooth the surface. The me-
dian filter transforms the original 3D mesh into another one which substitutes the 
original z coordinate of each vertex by the median value of the surrounding. This non-
linear filter cancels impulsive noise from the original mesh face. This type of noise is 
characterized by extreme values of z randomly distributed through the mesh, as shown 
in Figure 7(b). The mean filter is implemented as a low-pass filter which smoothes the 
image by attenuating high spatial frequencies. This filter has been implementing with 
a 3×3 convolution mask with all its weights with a value of 1/9.  
• Segmentation: Automatic detection of facial regions. In our case it has been im-
plemented using an HK algorithm for the classification of the points, using the proce-
dure explained in section 3.3. 
• Feature Extraction: Automatic calculation of features using the regions obtained 
by the segmentation algorithm in order to construct a feature vector of each face, as it 
was explained in section 3.4. 
• Matching: Using the feature vectors obtained from the training set of images we 
construct a classification system to identify each subject. This system is applied to the 
feature vectors of the image test set. The used matching schemes were: (1) PCA in 
combination with a Euclidean classifier and (2) SVM, respectively. 

5.3.2 SVM vs. PCA for 3D Face Recognition 
 
Principal Component Analysis (PCA) and Support Vector Machines have been used 
with very good results in high-dimensional pattern recognition problems12,51,61. PCA is 
used in pattern recognition problems for reducing the dimensionality of the feature 
vectors in order to obtain a compact representation. This compressed representation is 
the used to implement recognition by a pattern classifier, typically a distance based 
classifier, neural networks or Bayesian classifiers. 

SVM is a classifier derived from Statistical Learning Theory61. The problem that 
SVM try to solve is to find an optimal hyperplane that correctly classifies data points 
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Figure 8. Architecture of a face recognition system with a generic matching scheme. 
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and separates the points of two classes as much as possible. The main parameter that 
defines a SVM classification system is the kernel used. Intuitively a kernel should 
represent the notion of similarity between any two individuals of the data base. 
Among the more common used kernels are the linear, polynomial and Gaussian ker-
nels. A kernel can be also specifically designed for a problem.  The main advantages 
of SVM when used for image classification problems are, (1) ability to work with high 
dimensional data; (2) high generalization performance without the need to add a-priori 
knowledge, even when the dimension of the input space is very high; (3) by construc-
tion, SVM have a relationship between the structure (the support vectors) and the 
classification tasks and (4) SVM optimize the separation surfaces between two 
classes. SVM have been used very effectively for recognition applications28,52 in gen-
eral, and for 2D face recognition29 and 3D face recognition52 in particular. Ref. 12 
presents an extensive review of SVM pattern recognition applications. 

5.3.3 Experimental results 
 
The matching schemes have been implemented using a free PCA implementation53 
and SVMTorch23. The PCA implementation used Euclidean distance to identify a 
given face. The kernel used to run all the SVM experiments was a Gaussian kernel. 
The reason for choosing this kernel is that it has been widely used with very good 
results for pattern recognition applications12. The only parameter a Gaussian kernel 
has is the standard deviation (std) and ideally should represent the minimum distance 
between any two elements of two different classes. In each case the classification 
system has been constructed using a vector with the 30 more discriminating features 
presented in section 4. 

Each matching scheme has been tested with a controlled and a non-controlled en-
vironment. In this context, a controlled environment means that the images used for 
training and testing, are selected in such way that it has been ensured that there is one 
image in the train set having the same pose and expression than the image used for 
testing (in particular, frontal and neutral expression). As it was commented before, the 
lighting conditions are not controlled. In the non-controlled experiments, from the 
seven images of each individual, five have been randomly chosen to be in the training 
set, an the other two in the testing set, this produces a training set with 305 images (5 
per each one of the 61 individuals) and 122 test images. In the controlled environ-
ment, six images are used for training, which include one of the frontal images, and 
the other frontal image is used for testing. This produces a training set with 366 im-
ages and a testing set with 61 images. The reason to run these two experiments is to 
test the robustness of the 3D face modelling proposed by testing how a non-controlled 
environment affects the recognition rate. This is an indication of the robustness of the 
model against variations of the pose and gesture. It have been showed in preceeding 
works that the recognition success goes down under non-controlled environments in 
such way that some systems become inoperative68. Table 4 presents the results of the 
experiments, including recognition rate, training time and testing time. The experi-
ments were run in a AMD K-6 500MHz running Windows for the PCA environment 
and Linux for SVMTorch. Both training and testing time are given only for the non-
controlled experiment, because this case represents a real application simulation. The 



correct recognition rate indicates when the classification provided by the matching 
scheme identified the individual correctly (in this case just one image, the most similar 
one, was considered). 

In general SVM produces a better recognition rate that PCA (the last one as a pre-
vious stage to a distance classifier), but, while in the non-controlled environment this 
increment is of about 1.5%, in the controlled environment is almost 9%. Also, both 
training and testing time are smaller for SVM, which has an average response time for 
each image of 0.003 sec., compared to 0.14 sec. of PCA. For these processing times it 
has to be taken into account the different operative systems and the different optimiza-
tion of the implementations used. Going from a non-controlled environment to a con-
trolled environment increases SVM correct recognition rate by 12.26%, while PCA 
only improves 5.7%. In any case, the small difference in correct recognition rate be-
tween a controlled and a non-controlled environment implies that the 3D face model 
created is robust enough to capture to a large extent of variations that real face recog-
nition systems have. These experiments also show that the correct recognition rates 
obtained when using the model are enough to implement real face recognition system 
applications.  

Our 3D model has advantages over existing methods in different aspects. First of 
all, results from extent studies49 clearly show that the performance of traditional 2D 
face recognition approaches are adversely affected by varying lighting conditions and 
with respect to varying pose. Our proposed method uses the surface mesh without 
texture (colour) in order to avoid the influence of the variations on the lighting condi-
tions. The features have been extracted from the curvature properties of the surface in 
order to obtain pose-invariance features (avoiding a pose normalization stage). With 
respect to other 3D techniques, most presented works either use a small database3,31 
for the experiments either experiment over a database in which the acquisition condi-
tions of the images are more controlled than ours18,21,25,31,59, or need a normalization 
stage18,31, or in the case of systems that uses geometrical descriptors a number more 
reduced of them have been analyzed31. Some existing techniques were described in 
Section 2.2. Now, we are going point out some benefits of our system in comparison 
with some representative recent works. In Godil et al.25 it was obtained a 70% of rec-
ognition success using 3D shape and 82% using a multimodal biometric recognition 
system with achieve the fusion at the scoring level of 3D surface and colour map in-
formation. Only images without facial expressions were considered in this work, and 
the resolution of the meshes was 4000 3D points per face (the double than ours). Ref. 
3 present a 3D face recognition system based in depth map and texture map demon-
strating that there is a significant improvement when using both together than when 
using either one alone. Although they reached 100% of recognition success, their 

Table 4. Recognition rate of PCA and SVM under a controlled and a non-controlled environment. 

 PCA + Euclidean Distance Classifier SVM 
Recognition Rate – 

Controlled Environment 81.96% 90.16% 

Recognition Rate – Non-
Controlled Environment 76.2% 77.9% 

Training Time 6 min 31 sec. 50s 
Testing Time 18 sec. .4s 



experiments were based on a very high-resolution data obtained with completely con-
trolled environment and on manually marked facial features. Ref. 34 uses two 2D 
input images from each person and a 3D morphable model to generate a vast number 
of synthetic face images under varying poses and illumination conditions for the train-
ing database. Their system achieved recognition rates around 98%, but over a data-
base which contains only 6 subjects. Other existing works which use geometrical de-
scriptors to represent the face21,31, have analyzed their discriminating power over re-
duced set of images, without facial expressions and/or without pose rotations. Here we 
present a novel evaluation of a high number of descriptors (86) over a great database 
of 420 images (60 individuals).  

6. Conclusion and Discussion 

3D face modelling has attracted a lot of attention in recent years due to the security 
applications derived from it and to the proliferation and improvement of the 3D scan-
ners.  A 3D face recognition system depends on a 3D face model robust against the 
variations in position and gesture that an individual may have when interacting with it. 
The main problems and limitations of 3D face modelling are: (1) the lack of models 
able to capture the variability in position and facial expression that real applications 
should have; and (2) the lack of standard 3D face databases that capture the variability 
in gesture and position.  

This paper has presented a robust 3D face modelling system based on HK segmen-
tation. The proposed system is independent of the lighting conditions, robust under 
facial expressions and it does not require normalizing the pose of the images. The 
model starts by automatically identifying eight regions and lines of each 3D facial 
mesh, which are then used to obtain the most relevant features according to Fisher’s 
coefficient. The obtained feature vector produces a robust representation of an indi-
vidual. The robustness of our model has been tested implementing two face recogni-
tion system based on PCA and SVM as matching scheme under controlled and non-
controlled environments. Experimental results showed that the correct recognition 
rates are enough to implement real face recognition applications and that the proposed 
model is robust. Using SVM in a non-controlled environment produces 77.9% correct 
recognition rate, while a 90.16% is obtained in a controlled environment. We can 
conclude that a system of this kind has a recognition rate inside the interval [78%, 
90%] for the considered variations. The proposed system works with all the images 
including those for which the segmentation stage does not provide all the regions and 
then, all descriptors can not be extracted. This fact reduces the recognition rate around 
5% but permits to work with all images of the database. 

In order to solve the lack of standard databases to test the robustness of 3D face 
models, this paper has also presented a 3D face database that captures the variability 
in gesture and position of users. The database contains 420 3D facial images of 60 
different individuals, with seven images per individual: two frontal with no gesture, 
one rotated one looking up, one rotated looking down, one smiling, one laughing and 
one with a random gesture.  



Future work includes choosing other features different from those belonging to the 
eye regions when faces are rotated looking up and looking down because their corre-
sponding regions appear occluded in many patterns. Complete images have been used 
independently of the segmentation results in the recognition experiments. To develop 
a validation procedure to reject false positives in the region location stage is a critical 
task to improve the obtained results. A failure in a region or line location is easily 
detectable because usually the chosen candidate region is far from the correct location, 
and the size of the wrong region candidate differs a lot from the correct size of the 
searched region. Another future work is to apply a smoothing filter in order to loose 
the least curvature information possible to improve the recognition result. 
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